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Laboratory of Biophysics, Faculty of Electrical Engineering,
University of Ljubljana, Ljubljana, Slovenia

Founding Editor

PROFESSOR DR. H.T. TIEN
Department of Physiology, Michigan State University, East Lansing,
Michigan, USA

PROFESSOR DR. A. LEITMANNOVA LIU
Department of Physiology, Michigan State University, East Lansing,
Michigan, USA

Amsterdam Boston Heidelberg London New York Oxford
Paris San Diego San Francisco Singapore Sydney Tokyo

Academic Press is an imprint of Elsevier



Academic Press is an imprint of Elsevier

Linacre House, JordanHill, OxfordOX2 8DP, UK

32 JamestownRoad, LondonNW1 7BY,UK

225Wyman Street,Waltham,MA 02451, USA

525 B Street, Suite 1900, San Diego, California 92101-4495, USA

First edition 2011

Copyright# 2011 Elsevier Inc. All rights reserved

No part of this publication may be reproduced or transmitted in any form or by anymeans,

electronic ormechanical, including photocopy, recording, or any information storage and

retrieval system, without permission in writing from the publisher

Permissions may be sought directly from Elsevier’s Science &TechnologyRights

Department inOxford, UK: phone (+44) 1865 843830, fax: (+44) 1865 853333;

E-mail: permissions@elsevier.com. Youmay also complete your request online via

the Elsevier homepage (http://elsevier.com), by selecting ‘‘Support &Contact’’then

‘‘Copyright and Permission’’ and then ‘‘Obtaining Permissions’’

Notice

No responsibility is assumed by the publisher for any injury and/or damage to persons

or property as a matter of products liability, negligence or otherwise, or from any use

or operation of anymethods, products, instructions or ideas contained in thematerial

herein. Because of rapid advances in the medical sciences, in particular, independent

verification of diagnoses and drug dosages should be made

Library of Congress Cataloging-in-PublicationData

A catalog record for this book is available from the Library of Congress

British Library Cataloguing-in-PublicationData

A catalogue record for this book is available from the British Library

ISBN: 978-0-12-387721-5

ISSN: 1554-4516

For information on all Academic Press publications

visit our website at www.elsevierdirect.com

Printed and bound inUSA

11 12 13 10 9 8 7 6 5 4 3 2 1



CONTENTS

Preface ix

Contributors xi

1. Lipid and Membrane Dynamics in Biological Tissues—Infrared
Spectroscopic Studies 1

Satoshi Yoshida and Kenzo Koike

1. Introduction 2

2. Historical View of Vibrational Spectroscopic Studies on Lipids and

Membrane Dynamics in Biological Tissues 4

3. Membrane Lipids and Fatty Acids in Human Tissues 8

4. Skin and Hair Lipids and Membranes 12

5. Future Perspectives and Conclusion 26

Acknowledgments 28

References 28

2. Mechanical Properties of Bilayer Lipid Membranes
and Protein–Lipid Interactions 33

Tibor Hianik

1. Introduction 34

2. Mechanical Properties of BLMs and Their Anisotropy 39

3. The Mechanical Properties of Lipid Bilayers with Incorporated

Proteins 46

Acknowledgments 66

References 66

3. Cytoskeletal Reorganization of Red Blood Cell Shape:
Curling of Free Edges and Malaria Merozoites 73

Doron Kabaso, Roie Shlomovitz, Thorsten Auth, Virgilio L. Lew,

and Nir S. Gov

1. Curling of Red Blood Cell Shape 74

2. Cytoskeleton-Induced Membrane Curvature 75

3. The Model for Curling of RBCs 78

4. Numerical Simulations 81

5. Malaria Merozoites and Ca2þ Dynamics 86

v



6. The Model for RBC and Malaria Merozoite Interaction Prior

to Invasion 87

7. Modeling the Egress of Malaria Merozoites 89

8. Conclusions 89

References 100

4. Photovoltaic Solar Energy Conversion in Biomembranes:
General Principles and Model System Studies 103

Felix T. Hong

1. Introduction 104

2. Engineering Principles 107

3. A Simple Pigment-Containing Model BLM System 113

4. Bacteriorhodopsin: A Natural Light-Driven Proton Pump 125

5. Oriented Dipole Mechanism Versus ICT Mechanism 128

6. DC Photoelectric Effect 137

7. Applications of DC Photoelectric Effect in Artificial Solar Energy

Conversion 157

8. Concluding Summary 160

Acknowledgments 163

References 164

5. A Multiparametric Fluorescence Approach for Biomembrane
Studies 169

Ahmed A. Heikal

1. Introduction 170

2. Visualization of Lipid Domains in Model Membranes 174

3. Fluorescence Lifetime Imaging is Sensitive to Lipid Phase

and Intermolecular Interactions 176

4. Order and Fluidity of Lipid Bilayers as Measured Using Fluorescence

Polarization Imaging 181

5. Translation Diffusion Kinetics of Lipid and Cholesterol Analogs

are Sensitive to Phase Domains in Lipid Bilayers 185

6. Conclusion and Outlook 189

Acknowledgments 191

References 192

6. Electromechanical Basis for the Interaction Between Osteoblasts
and Negatively Charged Titanium Surface 199
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Abstract

Functions of cell bilayer membranes are closely linked to dynamics and behavior

of network of membrane components including lipids, proteins, and glycans. It is

important to investigate the role of membrane components in the membrane

functions without damage of the network of components. This is the reason why

noninvasive and nondestructive analyses are so important for the study of the
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intact membranes and tissues. Vibrational spectroscopies including near- and

mid-infrared absorption and resonance Raman scattering spectroscopies are

useful for these purposes. In this chapter, we summarize the application of

infrared spectroscopy to studies of lipids and bilayer membrane dynamics in

biological tissues, and to the research for diagnosis of human diseases.

Abbreviations

18-MEA 18-methyl-eicosanoic acid
AGEs advanced glycation end products
ATR attenuated total reflectance
CERs ceramides
CHOL cholesterol
DEPE 1,2-dielaidoyl-sn-glycero-3-phospho-ethanolamine
DHA docosahexaenoic acid
DMPA 1,2-dimyristoyl-sn-glycero-3-phosphate sodium salt
DPPC dipalmitoylphosphatidylcholine
ESG esterified sterylglucoside
ESI-MS electrospray ionization-mass spectrometry
FFA free fatty acid
FTIR Fourier-transform infrared
GAGs glycosaminoglycans
GalCer galactocerebroside
GlcNAc N-acetylglucosamine
HDL high-density lipoprotein
IR infrared
LDL low-density lipoprotein
MALDI-TOF-MS matrix-assisted laser desorption ionization

time-of-flight mass spectrometry
NMF natural moisturizer factor
NMR nuclear magnetic resonance
PCA principal component analysis
PLS partial least square
POPC palmitoleic phosphatidylcholine
SC stratum corneum

1. Introduction

Cell membrane and tissue lipid dynamics are playing important roles
in the life of all organisms on the earth. Especially, the cell membranes with
phospholipid bilayer have mainly two functions (1) clear separation of the

2 S. Yoshida and K. Koike



inner cell space from the outer world and (2) mediation of signal transduc-
tion and communications between the inner and outer spaces. These
important functions of cell membranes are based on various biomolecular
components, such as lipids (including fatty acids), proteins (enzymes, recep-
tors, transporters, channels, and cytoskeletons), and glycans, and their
interactions.

Functions of cell membranes are closely linked with dynamics and
behavior of network of membrane components, such as lipids, proteins,
and glycans with the aid of minerals and other nutrients. Thus, it is
important to investigate the role of membrane components in the mem-
brane functions without disruption of membrane integrity and without
damage of the network of components. This is the reason why noninvasive
and nondestructive analyses are so important for the study of membrane
components in the intact membranes.

For noninvasive and nondestructive analyses of membrane systems,
vibrational spectroscopies including near- and mid-infrared absorption
and resonance Raman scattering spectroscopies are useful for these pur-
poses. Vibrational spectroscopy can reveal the characteristics and interaction
with the environment of biomolecules. Basically, the mid-infrared spectros-
copy is based on the net changes of dipole moment of the molecules (“IR-
active”), whereas the Raman spectroscopy is based on the change of electric
polarizability of the molecules (“Raman-active”), and thus these spectro-
scopies are complementary techniques for studies in chemistry.

The mid-infrared absorption and Raman scattering spectroscopies are
frequently used to study the interaction between lipids and proteins or
glycans in the cell membrane, and this is due to the evidence that the energy
level of hydrogen bonding or some interactions is comparable to the
infrared energy level, and the interaction change between functional groups
of membrane biomolecules (e.g., receptors, channels, glycoproteins, and
glycolipids) and the surrounding water or lipid or protein molecules may be
detectable in the infrared region.

Vibrational spectroscopy can reveal not only the characteristics of spe-
cific functional group, but also the mixture of many functional groups. As a
matter of fact, the change of membrane dynamics may be in part the result
of change of biomolecular networks in the membrane. This is because the
application of statistical multivariate analysis or chemometrics to vibrational
spectroscopy is useful and important for the noninvasive analyses of cell
membranes, food staffs, and human tissues.

In the multivariate analysis or chemometrics for vibrational spectros-
copy, the principal component analysis (PCA) and partial least square (PLS)
regression analysis methods are frequently used for classification or catego-
rization of phenomena, such as membrane dysfunction, or predication
of change of factors which are, for example, some disease-related
lipids and fatty acids. These statistical methods may provide vibrational

Membrane Dynamics in Tissues-IR Studies 3



spectroscopy—the chance to supersede the diagnosis of diseases with inva-
sive clinical tests and destructive tests of food staffs.

The vibrational spectroscopy has been widely applied to the diagnostic
analysis of diseases and nondestructive analysis of food staffs; however, at
present there have been few vibrational spectroscopic techniques used as
golden standard methods for diagnostic analyses. Usually biochemical ana-
lyses of blood or other body fluids have been used for the diagnosis as
standard methods, and only one or a few specific factors could be measured
in one shot of detection. For example, total cholesterol (CHOL), LDL,
HDL, and triglycerides were mainly measured for diagnosis of hyperlipid-
emia which would be linked, in some cases, to complex metabolic diseases.
Some complex diseases such as diabetic diseases and atherosclerosis may
have complex pathogenic mechanisms with many onset factors and thus
many biomarkers.

To realize those complex diseases and diagnosis, the technique which
would detect many factors in a short time noninvasively by one shot of
measurement would be very useful, and for this purpose the vibrational
spectroscopy—especially mid-infrared spectroscopy—would be suitable
because it can detect the change of properties of cell bilayer membranes
including proteins, lipids, and glycans simultaneously, and actually the near-
and mid-infrared spectroscopy as well as Raman scattering spectroscopy
may have a great potential in the clinical diagnostics field.

In this chapter, we summarize the advances of infrared spectroscopic
techniques in the study of cell membranes and lipids and their interactions
with other biomolecules in relation to the diagnosis of human diseases.

2. Historical View of Vibrational Spectroscopic

Studies on Lipids and Membrane Dynamics in

Biological Tissues

Application of vibrational spectroscopy, especially mid-infrared spec-
troscopy, to the studies of cell membrane and lipids has a long history and
has provided a lot of data concerning to the study of membrane and lipid
dynamics in human tissues.

2.1. Membrane Fluidity

Infrared spectroscopy could reveal the fluidity change of the cell membranes
and liposomes with measuring the methylene CH stretching mode of the
membrane fatty acyl chains [1,2]. Membrane fluidity could be measured also
by other methods, such as using electron spin resonance and fluorescence
probes [3], and the viscosity change corresponding to the capability of

4 S. Yoshida and K. Koike



moving of fatty acyl chains in the membrane was detected as a kinetic
parameter of microenvironment of the probes. On the other hand, the
measurement of membrane fluidity by infrared spectroscopy may show the
extent of packing of membrane acyl chains, or in another words “softness of
the membrane” which is a static parameter of macroenvironment.

Actually, the change of membrane fluidity may be measured by the
change of infrared absorption peak position for methylene CH symmetric
stretching mode at around 2850 cm�1 [1,2] as well as NMR measurement
[4]. In the fluidity measurement, the peak shift to lower wave number
direction indicated that the membrane became harder or ordered in the
lipid network structure, whereas the shift to higher wave number direction
indicated softer or disordered [5]. The infrared spectroscopic analysis could
be used for elucidation of phase behavior of long-chain phospholipid
membranes [2].

In lipid bilayer membranes, acyl chains in the lipids are interacted with
each other by the van der Waals or London forces. When the interaction
among methylenes was increased with the increase of packing of the
membrane acyl chains which were attracted with each other by London
forces, methylene CH bond force constant might be decreased. This would
shift the CH symmetric stretching mode-originated infrared absorption
peak to the lower wave number (energy) direction, for example, a shift
from 2853 to 2852 cm�1, indicating hardening of the membrane and
usually observed when the temperature was decreased from 37 to 10 �C
for pig brain microsomal membranes (unpublished result).

In another case, the Fourier-transform infrared (FTIR) spectroscopic
analysis of lipid O¼P¼O, C¼O, and C–H vibrational bands of POPC/
CHOL (palmitoleic phosphatidylcholine/cholesterol mixture) liposomes
revealed an increase in the conformational order of the acyl chains at or
close to the predicted critical cholesterol molar fractions [3]. Here, the shift
of methylene infrared absorption peak was observed from 2851.2 to
2850.7 cm�1 when the fraction of cholesterol was increased from 0% to
40%. This indicated that the insertion of cholesterol to POPC model
membrane contributed to the increase of packing of membrane acyl chains.

For measurement of membrane fluidity in the biological tissues such as
artery, it would be difficult to use probe methods (using fluorescence
anisotropy measurement and electron spin resonance spectroscopy) because
the probe methods would require the insertion of external probe to the
tissue membranes and the suitable insertion of probe might be practically
impossible to the arterial membrane. Infrared spectroscopy provides a
technique that does not require the insertion of probes, and this is especially
advantageous for measurement of biological tissues.

Actually, the application of FTIR for measurement of mouse pulmonary
artery was reported [6] and the change of conformational disorder (fluidity)
in the artery membrane lipids could be detected. In this case, the arterial

Membrane Dynamics in Tissues-IR Studies 5



tissue was sandwiched by CaF2 disks and the transmission FTIR absorption
spectrum could be measured. In this report, the average conformational
disorder in membrane lipids in the pulmonary artery in situ was increased by
the treatment of monocrotaline which was a toxic alkaloid and caused early
pulmonary endothelial injury with gradual development of pulmonary
hypertension. Moreover, the membrane fluidity of carotid tissue of sponta-
neously hypertensive rat could also be measured in situ [7], and the mem-
brane fluidity was increased in the hypertensive rat carotid subjected to
anoxia, but not in the control rat. In the carotid or pulmonary arterial
tissues, the increase of membrane conformational disorder would be linked
to vulnerability of the tissue membrane.

2.2. Hydration of Membrane

The state of hydration of membrane surface may affect the hydrolytic
activity in or on the surface of membrane, and the hydration may be closely
related to the presence of glycans on the membrane, especially glycosylated
lipids and proteins. Actually, it was reported that the interfacial properties of
cell membranes were important and phospholipase A2 activity was influ-
enced by hydration (or in another word, water activity) of the membrane
surface [8–10], and thus the inflammation was affected.

Hydration state around carboxyl and phosphate groups may be affected by
the presence of polyhydroxy compounds (such as glycans) or by changing the
chemical groups esterified to the phosphates,mainly choline, ethanolamine, or
glycerol. Thus, surface membrane properties, such as the dipole potential and
the surface pressure, are modulated by the water at the interphase region by
changing the structure of the membrane components [10–13].

The hydration or dehydration of membrane surface could be measured
by FTIR using the absorption of hydroxy (–OH) and carboxylate (–COO–)
groups which would be changed by the change of hydrogen bonding with
water around the residues on the membrane surface. It was reported previ-
ously [8] that nondestructive FTIR analysis could detect the modification of
rat brain microsomal membranes and these modifications of brain micro-
somal membranes were dependent on the dietary fatty acids and learning
behavior. In this report [8], FTIR spectral differences for brain microsomes
were observed mainly in the absorption bands of fatty acyl ester at around
1730 cm�1 (sn-2 position), phosphate ester and oligosaccharides in the range
of 1050–1100 cm�1. The infrared band of fatty acyl ester at the sn-2 position
in the microsomal membrane shifted to a higher wave number position
(1731 cm�1) in the perilla oil-diet group (a-linolenic acid-rich) than that in
the safflower oil group (a-linolenic acid-deficient) at 1727 cm�1 after the
learning behavior, suggesting a difference between both groups in hydrogen
bonding of the fatty acyl ester with water. Without learning behavior,
both groups showed similar ester absorption at sn-2 position (1729
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and 1728 cm�1). The infrared band shift observed for the sn-2 ester was
interpreted to be mainly due to the change of hydrogen bonding
strength between the sn-2 fatty ester (C¼O) and the surrounding water
molecules.

2.3. Microdomain Structure of Membrane

It has been reported that the normal cell membranes may contain micro-
domains which may play various roles in cell functions such as intracellular
trafficking, signal transduction, and cell–cell recognition [14,15], and the
FTIR spectroscopy could show the presence of microdomains in cell
membranes [16]. This microdomain has been named sometimes as “raft”
or “nanoclusters” [17,18].

A report [16] showed that the membrane assemblies in the liquid crystal-
line phase were prepared and then the membrane dispersions were rapidly
cooled to induce the gel phase where lateral diffusion was dramatically
inhibited, and the lipid microdomains were found by FTIR and ultrasonic
velocimetry to be in a nanometer size in scale, in contrast to themicron-sized
domains more commonly found in phase-separated systems [19,20]. Here,
methylene (in perdeuterated DPPC-d62; dipalmitoylphosphatidylcholine)
infrared absorption at around 1090 cm�1 for CD2 methylene deformation
(bending) band was split at�120 �Cwith a splitting of 8.1 � 0.2 cm�1, and
the CH2 deformation (bending) mode at around 1470 cm�1 of GalCer
(galactocerebroside) and DPPC mixture also showed splitting at �120 �C.

In this report, the CH2 deformation mode existed as a single peak at
1469 cm�1 at 20 �C but was split in a manner similar to that of the pure
GalCer dispersion at �120 �C. Two separate splitting parameters in the
second derivative spectrum were observed. The inner splitting,
2.2 � 0.8 cm�1, corresponded to the sphingosine chain, whereas the
outer splitting of the stearoyl chain was 7.0 � 0.1 cm�1. This outer splitting
for GalCer in the DPPC-d62 bilayer matrix corresponded to approximately
six chains. DPPC-d62 also evinced a temperature-dependent change, rep-
resentative of microdomain formation. The microdomains in the mem-
brane may have different fluidity or viscosity from the other region of the
membrane, and thus the methylene infrared absorption band would be
different.

2.4. Protein–Lipid Interactions

Protein–lipid interaction may play a key role in the function of cell mem-
branes, and several methods were applied to detect the interactions, and the
FTIR was one of those methods [21,22].

A report [23] showed that FTIR spectroscopy indicated the presence of
interaction of Pg (heterotrimeric G protein g-subunit peptide) and Pg-FN

Membrane Dynamics in Tissues-IR Studies 7



(the farnesylated peptide) with the polar and interfacial regions of phospho-
lipid bilayers. The binding of Pg-FN to model membranes was due to the
farnesyl group and positively charged amino acids near this lipid. On the
other hand, membrane lipids partially altered Pg-FN structure, in turn
increasing the fluidity of phospholipid membranes. These data highlight
the relevance of the interaction of the C-terminal region of the Gg (G
protein g-subunit) protein with the cell membrane and its effect on mem-
brane structure. In this report, 1,2-dielaidoyl-sn-glycero-3-phospho-etha-
nolamine (DEPE) and 1,2-dimyristoyl-sn-glycero-3-phosphate sodium salt
(DMPA) were used as the membrane lipids.

In this report, Pg-FN and Pg exhibited an amide I band characteristic of
b-sheet structures with maxima at 1625 (Pg-FN) or 1638 (Pg) cm

�1 and a
weak component at around 1688 cm�1. Amide I spectra of both peptides
also displayed a random-coil component with a shoulder at around 1645–
1649 cm�1. A centrifugation assay was used to analyze the membrane
binding of both peptides qualitatively under the conditions used in
FTIR experiments. The band at 1625 cm�1 was more prominent in the
presence of DEPE and even more so in the presence of DMPA, indicating
an increase in the proportion of Pg-FN that adopts a b-sheet structure as a
result of its association with DEPE or DMPA lipids. In the case of the Pg
peptide and in the presence of DMPA membranes, the amide I band was
observed in the membrane pellet. The spectra of Pg in DEPE membranes
showed two main bands at 1652 and 1633 cm�1, which clearly differed
from the FTIR spectrum of Pg alone. This might indicate that the associa-
tion of the peptide with DEPE bilayers induced a partial loss of the b-sheet
secondary structure, adopting a-helical and/or random-coil structures.

As shown in this report typically, the membrane lipids may affect the
secondary structure of membrane proteins and peptides, and this structural
change may cause functional changes of the proteins [24,25]. On the other
hand, vise versa, the membrane structures may be changed by the presence of
peptides and hydrophobic proteins [26,27]. These changes of protein–lipid
interactions were well detected by FTIR when the experiment was suitably
designed.

3. Membrane Lipids and Fatty Acids in

Human Tissues

For human tissues, the measurements of proteins, glycans, lipids, and
fatty acids by infrared spectroscopy were frequently performed to investi-
gate the link between the diseases and the changes of tissue/cell composi-
tions and characters [28–30].

8 S. Yoshida and K. Koike



Diseases of human—such as cancer, diabetes, and cardiovascular dis-
eases—may have various aspects of tissue/cell structural and functional
changes, and these diseases may accompany many molecular and signal
network changes. Some cancers may include an increase in the nuclei-
to-cytoplasm ratio, increase of the relative amount of DNA, enhancement
of the phosphorylation of proteins, a decrease in the glycogen level, a loss of
hydrogen bonding of the C–OH groups in the amino acid residues of
proteins, a decrease in the overall CH3-to-CH2 ratio, and an accumulation
of triglycerides [28]. The most significant merit in using FTIR for measure-
ment or diagnosis of these tissue/cell changes is that FTIR may be able to
detect these changes of biomolecular functional groups simultaneously and
noninvasively by one shot of measurement.

3.1. Cancer Tissues

Initially, the application of FTIR to the study of cancers was performed by
Rigas’s group [28] in 1990, and human colorectal cancers displayed abnormal
FTIR spectra. It was reported that all cancer specimens displayed abnormal
spectra compared with the corresponding normal tissues, involving the
changes in the phosphate and CO stretching bands, the CH stretch region,
and the pressure dependence of theCH2 bending andC¼O stretchingmodes.
It may be interesting to note that in malignant colonic tissue, the intensity of
methyl (CH3) band at 2958.5 cm

�1 was decreasedwhile that of the symmetric
methylene (CH2) band at 2852.5 cm

�1 was increased, when compared with
the corresponding bands in normal tissue. This indicated that the ratio of the
number of methyl groups to that of methylene groups was decreased in
malignant tissues, compared with normal colonic tissue, indicating that the
lipids or fatty acids were relatively increased in the colonic cancer tissue. In this
report, the pressure dependence of the CH2 bending mode at around
1470 cm�1 was also measured to investigate the packing characteristics of
methylene chains in the membrane lipids. At atmospheric pressure, the fre-
quency of this band was higher in the malignant tissue than that in its normal
counterpart, and this relationship was reversed as pressure increased.

Normally, colorectal cancer comes in many forms and main form
is adenocarcinoma. Rigas and Wong [29] reported in another paper that
the pressure dependence of the frequency of the CH2 bending mode at
around 1470 cm�1 had been used to study interchain packing and order/
disorder properties of lipid bilayers, and the pressure dependence of the
mode for HCT15 adenocarcinoma cell line was very close to that displayed
by normal colon tissues. This indicated one of two possibilities that either
this property was not critical to malignant transformation or the cultured
colonocytes had dispensed with such a requirement.

Recently, the FTIR spectroscopic studies for cancer cells of esophagus
[31] and viral cancer progression of cervical tissues [32] were reported.
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Maziak and Wong’s group [31] reported in 2007 that specific changes were
observed in the FTIR spectral features of esophageal cancer, including a
decrease in the overall CH3-to-CH2 ratio and an accumulation of triglycer-
ides, an enhancement in the phosphorylation of proteins, and so on. On the
other hand, Bogomolny and Huleihel’s group [32] pointed out that the
infection of murine sarcoma virus to murine fibroblast cell lines (NIH/3T3)
and mouse embryonic fibroblast (MEF) cells progressed malignancy in those
cells and cervical tissues and the protein/lipid ratios (CH3-to-CH2 ratio)
were increased in the progressed cancer cells and tissues, and this is a
contradictory result against the Rigas’s group data [29,30] where CH3-to-
CH2 ratios were decreased in the colon and esophageal cancer cells. These
results may indicate that the change of lipid metabolism in cancer cells, that
is, whether the accumulation of triglyceride occurred or not, may be
dependent on the cancer cell types.

3.2. Fatty Acid Metabolism and Metabolic Diseases

Epidemiological research using fatty acid compositional analyses of human
body fluids (blood, etc.) and tissues may be important for assessment of the
effectiveness of dietary fatty acids on the physiology of the human body.
However, the measurement of fatty acid compositions in tissues involves
tedious and time-consuming procedures for extraction and derivatization
(methyl ester, etc.) of fatty acids from tissues for subsequent analyses with gas
chromatography or high-performance liquid chromatography. These stan-
dard chromatographic methods may not be practically suitable for a large-
scale epidemiological research.On the other hand, vibrational spectroscopies
such as Raman and infrared spectroscopies may be useful techniques
to measure lipid compositions in food staffs and human tissues and fluids.
It has been reported that nondestructive FTIR–ATR measurement of
human oral mucosa [33] could monitor diurnal changes of polyunsaturated
fatty acids in themucosa.On the other hand, Lam et al. [34] also reported that
FTIR and chemometrics revealed low-density lipoprotein oxidation with
protein conformational changes and provided a simple rapid technique for
measuring primary and secondary oxidation products.

Furthermore, the fatty acid compositions of human oral mucosa could be
measured using FTIR–ATR method [33,35]. In this report, the second
derivative infrared spectra of the mucosal tissues in the wave number regions
from 1600 to 1760 cm�1 and 2800 to 3050 cm�1 were analyzed with PLS
multivariate regression analysis method. The predicted values were compared
with the measured values of 10 categorized fatty acid compositions, that is, a
(saturated C17 or lower), b(C16:1 þ C17:1), c(C18:0), d(C18:1), e(C18:2),
f(saturated C20 or longer), g(C20:3 þ C20:4), h(C22:1 þ C24:1), i(C22:6),
and j(gC18:3), where gC18:3 is g-linolenic acid. Almost all fatty acid compo-
sitions of oral mucosa were well predicted with difference between predicted
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and measured values within �5% of total; however, errors were relatively
larger in minor components such as C22:6 than major components.

Many papers have been published concerningmultivariate analysis meth-
ods for fatty acid compositional analyses [36–38] using vibrational spectro-
scopy. Beattie et al. [36] reported that the bulk unsaturation parameters and
abundance of polyunsaturated fatty acids of several adipose tissues could be
predicted by Raman spectroscopy using multivariate analysis. They reported
that Raman analysis has the advantage of giving good correlation coefficients
without the need for prior solvent extraction steps in the analysis. On the
other hand, Ripoche and Guillard [37] reported when using FTIR that the
prediction of fatty acid composition of unextracted adipose tissue gave poor
correlation coefficient (R2 ¼ 0.69–0.79). Improvement of the coefficient in
the reported case [33] may result mainly from using less noisy second
derivative infrared spectra in the selected wave number regions. Afseth
et al. [38] reported using Raman and near-IR spectroscopic methods that
Raman spectroscopy was suitable for predicting the total level of unsatura-
tion, and both Raman and near-IR spectroscopy were feasible for rapid
quantification of fat composition in complex food model systems.

Moreover, it was reported that FTIR–ATR technique could monitor
the metabolism of docosahexaenoic acid in the adult body in situ and
noninvasively [39]. Normally, the ingested lipids in foods were digested
and adsorbed through intestine to blood and to liver, and resorbed through
vessels to peripheral tissues, including skin tissues. It may be essential to find
out sites of human body, especially skin tissues, where the lipid and fatty acid
changes of blood were reflected nearly immediately, to measure noninva-
sively with FTIR–ATR. In this chapter, the change of human lip surface
lipid compositions reflected well that of ingested lipids, and the changes of
lipids and fatty acids were really detected with FTIR–ATR in situ. Human
lip has generally four portions anatomically (1) appendage-bearing epider-
mis, (2) keratinized vermilion (red zone), (3) parakeratinized intermediate
zone, and (4) labial mucosal epithelium. Yoshida et al. [39] measured the
lower lip, that is, keratinized vermilion surface (outermost stratified cor-
neum) by FTIR–ATRmethod, and this portion was suitable to measure the
metabolism of polyunsaturated fatty acids originated from diet.

Diabetes mellitus is one of the metabolic diseases, and normally the
diagnosis of diabetes is usually done by using the measurement of blood
glucose and hemoglobin A1c, a glycosylated protein. Recently, it was
reported [40] that the FTIR spectral analysis revealed differences in several
major metabolic components—lipids, proteins, glucose, thiocyanate, and
carboxylate—that clearly demarcated healthy and diseased saliva. In this
report, differences in Fourier self-deconvolution processed mean IR spectra
were noted from normal and diabetic saliva, and the difference spectrum
helped identify molecular components most at variance between two
groups of spectra. For example, the lipid ester band at 1735 cm�1 was
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more intense in the diabetic saliva, while the bands located at 1400 and
1582 cm�1—the symmetric and asymmetric carboxyl radical stretching
vibrations of carboxylate groups such as those in lactate or side chains of
protein in saliva—were decreased for diabetic saliva. The role of lactate in
the modulation of hormone release and responsiveness and in the control of
homeostasis was recently reviewed by Sola-Penna [41]. Another spectral
area including 950–1180 cm�1 for C–C/C–O stretch of sugar moieties and
1020 cm�1 for C–O of glycogen was contributed from AGEs (advanced
glycation end products) of diabetic saliva.

Even very recently, a number of reports have appeared concerning to
the application of infrared spectroscopy to measurement of biomolecules
including lipids of human tissues and cells nondestructively [42–51], and
these reports may indicate that the infrared spectroscopy or vibrational
spectroscopy has been increasingly recognized to be useful for clinical
diagnosis of human diseases.

4. Skin and Hair Lipids and Membranes

The structure and function of lipids and membranes in skin surface
tissues, that is, stratum corneum (SC) and hairs, were quite different from
those in other normal organs, such as liver and heart tissues. These differ-
ences may be realized by the very special roles of skin SC and hairs, and both
SC and hairs are integrated cells without living. Even though these tissues
are not alive, they really play a protective and important role for the body,
and the integrity of those “dead cells” is indispensable for the functions.
Lipids and their interactions with proteins are especially important for
the integrity of cells and matrix and for the barrier function of those tissues.
In this section, we show data obtained mainly from our laboratory.

Figure 1 shows the FTIR–ATR spectra of human face skin (stratum
corneum) in the two zones: U3 (the chin skin) and T1 (the forehead skin).
This suggested that T1 skin SC contained more lipids than U3 skin SC. It
was also noted that the fingerprint areas (1000–1400 cm�1) in both zones
were significantly different in the IR spectra.

Figure 2 shows the FTIR–ATR spectra of human hairs, outer and inner
surfaces, measured by microscopic FTIR measurement system. The inner
surface showed a clear peak at around 3010 cm�1.

4.1. Protein-Bound Fatty Acid and Ceramides in Hairs

Human scalp hairs are comprised of proteins (>90% in dry weight) and
lipids (<10%) and those components provide hair fibers with suitable
elasticity and mechanical resistance against elongation and torsion. Hair
lipids [52] are mainly composed of squalene, wax esters, triacylglycerol,
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free fatty acids, cholesterol, ceramides, cholesterol sulfate, 18-methyl-eico-
sanoic acid (18-MEA), and other minor components.

Among these lipids, only 18-MEA binds covalently to the cuticle surface
proteins with a thioester linkage. 18-MEA is known as a specially designed
branched-chain fatty acid and makes the hair surface hydrophobic and acts
as a boundary lubricant to decrease friction resistance with providing a large
segmental volume of the anteiso-moiety which exhibit liquid phase-like
behavior on the hair cuticle [53].
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Figure 1 FTIR–ATR spectra of human face skin in T1 and U3 zones.
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Figure 2 FTIR–ATR spectra of human hairs, outer and inner surfaces. Inserted are
the second derivative spectra at around 3010 cm

�1
and 3000–2800 cm

�1
regions for CH

stretching vibration of cis-unsaturated C–C bonds and methylene/methyl CH vibra-
tions, respectively.
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18-MEA could be detected normally by gas chromatography after removal
from hair proteins with saponification. The measurement of hair cuticle
surface by FTIR–ATR may detect 18-MEA as a major branched-chain fatty
acid. As shown in Fig. 2, the FTIR spectra of hair outer and inner surfaces
indicated that the methylene CH symmetric stretching mode was observed at
2852.7 cm�1, whichwas a little higherwave number position than that of skin
methylene mode observed at 2851.1 cm�1 (Fig. 1). Here, the inner surface
was prepared by cutting a hair fiber in the middle with a microplane. Figure 2
also suggested that unsaturated fatty acidsweremuch less in the outer surface of
cuticle than the inner surface of hair because the outer surface did not show
clear IR absorbance at around 3010 cm�1 (originated from CH stretch of cis-
CH¼CH double bond) whereas the inner surface had a clear absorbance at
around 3010 cm�1. These results indicated that the phase of 18-MEAbundles
on the cuticle surface was in more fluid or disordered state than skin surface,
and these data were consistent with the idea that the anteiso-moiety of 18-
MEA exhibited liquid-like behavior. The relatively disordered state of 18-
MEAmay be resulted from the presence of 18-methyl branch in the fatty acyl
chain, but not from the unsaturated bonds in acyl chains which were practi-
cally absent on the surface of hair cuticle.

Ceramides are contained in human hairs as well as skin, and especially
nonhydroxy or a-hydroxy fatty acid moiety and a dihydrosphingosine
moiety are thought to be present in hair CERs. It has been hypothesized
that the CERs were related to apoptosis during keratinization in living hair
matrix cells to dead cuticular or cortical cells and contributed to barrier
function and water holding in hair. It was reported [54] that the composi-
tion of CERs in hair was characterized by predominant CERs with
saturated or unsaturated and carbon even-numbered fatty acid moieties
and C18 dihydrosphingosine moiety, and also by isomeric CERs, a-
hydroxy fatty acid-containing CERs, and odd chain-containing CERs.

As shown in Fig. 2, the IR absorption intensity of amide II (at around
1550 cm�1) or amine-derived band (at around 3300 cm�1) or NH bend-
ing/stretching and C–N stretching mode was relatively higher in hair than
in skin (Fig. 1), and this may indicate the mixing of IR spectra of amide-
related band of various CERs which had various hydroxy forms and various
peak positions at 1535–1560 cm�1 [55]. So far, there is no report which
showed that the CERs in hair or skin were directly observed in situ by
FTIR–ATR, but somehow the amide bands in FTIR of hair or skin may be
affected by the presence of CERs.

4.2. Minor Lipids in Hair

As described earlier, major lipids in hair medulla are squalene, wax esters,
triacylglycerols, free fatty acids, cholesterol, ceramides, and cholesterol
sulfate. 18-MEA is present on the cuticle. We found also minor lipids
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present in the whole hair shaft, and also in hair bulb (root) as described
below. Figure 3A shows the silica gel–TLC pattern of the hair extracted
lipids (developed with chloroform:methanol (95:12) solvent mixture), and
the minor component is circled on the figure and is called “lipid X” here.
The “lipid X” extracted from the silica gel plate was dissolved in methanol
and measured by FTIR shown in Fig. 3A (right). This IR spectrum clearly
indicated the presence of amide bond in the lipid X compound, and also
fatty acyl (at around 2850 cm�1) and glycan (at around 1050 cm�1) struc-
tures. The ESI-MS spectrum of this compound (lipid X) was compared
with the standard esterified sterylglucoside (ESG) as shown in Fig. 3B
because lipid X was developed very near to the position of ESG in the
TLC (Fig. 3A, left). The ESI-MS patterns were similar with each other;
however, mass peak positions were different. Especially, the widely
distributed fine peaks cluster at around m/z 910 (�60) was found in
the standard ESG with constant mass peak gas of D16 mu, and that at
around m/z 840 (�70) was in the lipid X compound with various mass
peak gaps of D12, D14, D24, and D26 mu. Further analysis of the compound
was done after acidic hydrolysis and the materials in aqueous phase were
observed with ESI-MS method as shown in Fig. 3C.

In Fig. 3C, ESI-MS spectra of the standard acetylated glucose and acety-
latedN-acetylglucosamine (GlcNAc) were presented (upper panel), and the
mass pattern of acetylatedmaterials of the hydrolyzed and extracted “lipidX”
compound in aqueous phase was also presented (lower panel). When both
acetylated GlcNAc and acetylated soluble “lipid X” fragments were com-
pared, the ESI-MS patterns of bothwere almost identical. Acetylated glucose
was also observed, and these results suggested that lipid X composed of
GlcNAc and glucose as glycan structures. We observed that cholesterol and
lanosterol were contained in the hydrophobic fraction of hydrolyzed lipid X
compound (not shown in this section), and summarized the candidate
structures of the ESG-like compound (lipid X) in Fig. 3D. All mass patterns
could be reasonably explained by the combination of various fatty acids and
glucose orGlcNAc, and cholesterol or lanosterol. AsGlcNAc contains amide
bond in the structure, this mass spectral result was consistent with the
previous FTIR data which suggested the presence of amide bond in lipid X.

On the other hand, hair bulb obtained from hairs naturally removed was
investigated by FTIR and mass analysis for the extracted lipids from the hair
bulb. In Fig. 3E, a microphoto of a typical hair bulb was shown after cut off
from the shaft. We could detect IR spectra at the hair bulb top (root side),
middle, and the site near shaft separately by FTIR–ATR with microscope
(IlluminatIR; SmithDetection, Inc.,UAS).Normally, the IR spectrumof hair
shaft surface was different from that of hair bulb or root especially in the IR
absorption intensity at 1395 cm�1, and this IR absorptionwas much higher in
bulb than in hair shaft surface. Even within the bulb, the peak ratios between
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(1395 cm�1) and (1450 cm�1) were different among these sites, and the ratio
was higher at the bulb top (root side) than the site near shaft (Fig. 3F).

The age-dependent changes of the ratio at the middle of the bulb were
shown in Fig. 3G. The subjects from whom the hairs were collected were
all women from 20s to 60s of ages (n was the number of hair bulbs
measured). This figure indicated that the ratio became smaller in 30s of
age, and again increased in 40s and 50s, then decreased again in 60s. The
hair bulb component which showed a typical IR absorption at 1395 cm�1

may be regulated in the age-dependent manner, and probably by hormone.
We had revealed that the 1395 cm�1 component in the hair bulb was a

lipid-like material, and the typical TLC pattern of extracted lipids from the
bulb was shown in Fig. 3H. This pattern was obtained in the silica gel plate
with chloroform/methanol (95:12) as a development solvent which was
used for hair shaft extract shown in Fig. 3A.

In Fig. 3H, the spot A contained main neutral lipids such as squalene and
triglycerides and spot B may contain free cholesterol. The spot C was
supposed to contain free fatty acids (FFAs) and ceramides (CERs) and
other minor components, and ESG-like compound found in hair shaft
may also be contained in spot C. The relative spot intensity of spot C as
the ratio of spot C to spot A showed the age dependencies, and the intensity
of spot C was the lowest for 30s of age and higher in 40s–60s of ages (not
shown in this section).

The components of spot C were analyzed by MALDI-TOF-MS spec-
trometry (with 2,5-dihydroxybenzoic acid as a matrix) after extraction from
the silica gel. We found mass peaks which showed the lowest for the spot C
extract of 30s of age and higher for 40s–60s of ages, and those peaks were at
m/z 858–859 as shown in Fig. 3I. Normally, in MALDI-TOF-MS spec-
trometry, free fatty acids (mainly C16–C18) and ceramides may show mass
peaks below m/z 700 (typically m/z 500–650 for ceramides), and a peak at
m/z 733 may represent a reduced form of C16:0 sphingomyelin. The mass
peaks at m/z 858–859 were in the range typically observed for ESGs as
shown in Fig. 3A–D.

However, fatty acyl ESGs had no strong IR absorption at around
1390 cm�1, so it may be reasonable to assume that the hair bulb-specific
component with IR absorption at 1395 cm�1 might be the modified fatty
acyl ESG, and it has been known that typical IR absorption at 1390–
1400 cm�1 was originated from nitrated compound (modified by NO2),

sterylglucoside-like lipids. Acetylated glucose and acetylated N-acetylglucosamine
were used as standards. (D) Candidates of esterified sterol glycolipids in human hair
shaft. (E) A typical microphotograph of a hair bulb after cutting off from the shaft. (F)
FTIR spectra of hair shaft surface and bulb at around 1400 cm�1. (G) Age-dependent
changes of FTIR peak ratios between (1395 cm�1) and (1450 cm�1) at the middle of
bulbs. (H) A typical TLC pattern of extracted lipids from the bulb. (I) Age-dependent
MALDI-TOF-MS profiles for esterified sterylglucoside in spot C of (H).
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and actually the synthesized nitro-lanosterol compound in our laboratory
showed IR band at around 1390 cm�1 (not shown in this section).

Finally, we assumed that the compound in hair bulb (in spot C of Fig. 3H)
which had IR absorption at 1395 cm�1 and themass peak at aroundm/z 859
might be the nitrated compound with glucose þ cholesterol þ C18:1,
which showed calculated molecular mass at m/z 859.2, as a candidate.

4.3. Effect of Dietary Lipids on the Hair Lipids

Hair lipids and fatty acids may be supplied originally from dietary lipids and
thus from blood, and metabolized in hair follicle to synthesize hair-specific
components, such as type I and II hair keratin proteins, 18-MEA fatty acid,
and various lipids including ceramides and sterol glycosides. However,
direct relationship has not been demonstrated between dietary lipid intake
and the storage of lipids in hair fibers so far, and here we show a part of data
suggesting the correlation between dietary fat intake and appearance of
lipids in hair.

Figure 4 indicates the method to measure FTIR spectrum of one hair
fiber with FTIR–ATR spectroscopy with microscope (IlluminatIR; Smith-
Detection, Inc., USA), and the right inserted photo showed the scale
(110 mm) and actual hair fiber. The measurement of half-cut hair fiber
surface was done by attaching the ATR probe on the points marked in
Fig. 4 (left) with 110 mm intervals.

In Fig. 5A, the scanning electron micrograph of half-cut hair was
demonstrated, and many fine fibers were present. Figure 5B showed the
presence of periodic changes of relative IR intensities at 2960 cm�1 in the
direction along longitudinal axis of hair fiber for four subjects (two men and
two women), and the fine periodicity (point-to-point period was nearly
8 h) was averaged to obtain one point as the 1-week-averaged data.
Roughly, the length (0.33 mm) containing three points would correspond
to nearly 24 h as the scalp hairs are thought to grow with normally
0.3–0.4 mm long a day.

origin

110 mm

110 mm

110 mm1 cm 2200 mm

1 2 3 20

Figure 4 Illustration of the method to measure FTIR spectrum of one hair fiber with
FTIR–ATR spectroscopy with microscope.
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The collection of naturally lost hairs once a week and the FTIR
measurement of medulla surface at the fixed position of the hairs may detect
time-dependent changes of hair molecules. Figure 6A and B showed time-
dependent changes of IR absorption intensities at around 2855 cm�1

and changes of dietary total lipids intake which were calculated from the
daily-food intake questionnaire with FFQg program (Food Frequency
Questionnaire Based on Food Groups in Japan; http://www.kenpakusha.
co.jp/), respectively. Then one could search the time gap between the date
of lipid intake and the date of appearance of lipids in the hair with higher
correlation by changing the time-gap step by step.
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Figure 5 (A) A scanning electron micrograph of half-cut hair. (B) The periodic
changes of relative IR intensities at 2960 cm�1 in the direction along longitudinal axis
of hair fibers for four subjects.
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Figure 7 shows the highest correlated case between the hair lipid ratio in
FTIR and the amount of lipid intake with significant correlated coefficient
(r ¼ 0.88), which was found by step-by-step validation, and actually in this
case the time gap was 11 weeks.

In Table 1, the summarized data were presented for four male subjects
and the corresponding time gaps were nearly 10 or 17 weeks. Interestingly,
the negative correlations were also observed for two cases, and this sug-
gested that the accumulation of lipids into hair was observed 10 or 16 weeks
later after the intake of lipids on the one hand, and the removal of lipids
from hair might be observed on the other hand. In the latter case, the
accumulation of lipids may occur in the visceral fat or subcutaneous fat
mainly, and the other accumulation in hair or other peripheral tissues may
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Figure 6 (A) Time-dependent changes of IR absorption intensities at around 2855
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be suppressed. Actually, the subject no. 3 and 4 showed the negative
correlation and also high body fat values which were independently
measured by the electric current sensor (Tanita Co., Japan). Human hair
growth cycle was thought to contain normally 6–8 weeks of catagen and
telogen phases without hair cell growth and the incorporation of lipids in
hair may be regulated only in the anagen (growth) phase. Then, the 10-
weeks gap between the date of lipid intake and the calculated date of
appearance in the hair may suggest that the measured point in the hair,
nearly 10 mm apart from the hair root top, corresponded roughly to
4 weeks, and nearly 6 weeks of catagen and telogen phases may be the
resting period and then the hair was naturally released from the scalp skin.

4.4. In Situ Measurements of Skin Surface Molecules

The barrier function of the skin is mainly provided by the SC, where CERs,
CHOL, and FFAs are present mainly and the lipids in SC form highly
ordered crystalline lamellae phase. These lamellae are crucial for a proper
skin barrier function. FTIR spectroscopy was used to examine the lipid

Table 1 The highest correlation coefficients between the hair lipid ratio in FTIR and
the amount of lipid intake for four subjects with the corresponding time gaps

Subject no.

Correlation

coefficient (r)

Highly correlated time-gap

correspondent (weeks)

1 0.68 8–11

2 0.88 8–11

0.88 15–18

3 �0.86 15–18

4 �0.73 7–9
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Figure 7 Correlation between the hair lipid ratio in FTIR and the amount of dietary
lipid intake.
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organization of mixtures prepared from synthetic CERs with CHOL and
FFAs. A report [56] showed that conformational ordering and lateral packing
of thesemixtures indicated great similarities to the lipid organization in SC and
lipid mixtures prepared with native CERs. In SC, the number of hydroxy
(OH) groups in the head groups of CER subclasses varied. Acyl CERs with
a linoleic acid chemically bound to a long acyl chain were also identified.
This report revealed that CER head group architecture affected the lateral
packing and conformational ordering of the CER:CHOL:FFA mixtures.
Furthermore, while the majority of the lipids formed a crystalline packing,
the linoleate moiety of the acyl CERs participated in a “pseudo-fluid” phase.

Recently, the other report [55] showed that the FTIR spectroscopic
systematic study revealed the hydrated SC lipid barrier model systems
composed of an equimolar mixture of a ceramide, free palmitic acid, and
cholesterol. The mixing properties with cholesterol and palmitic acid were
considered by using perdeuterated palmitic acid and proteated ceramides.
Both molecules could be monitored separately using mid-infrared spectros-
copy. At physiological relevant temperatures, between 30 and 35 �C,
orthorhombic as well as hexagonal chain packing of the ceramide molecules
was observed. The formation of chain packing was dependent on lipid
hydration, with a decrease in ceramide hydration favoring the formation
of orthorhombic hydrocarbon chain packing, as well as temperature. The
investigated SC mixtures exhibited a rich polymorphism from crystalline
domains with heterogeneous lipid composition to a “fluid” homogeneous
phase. The study showed that under physiological conditions (pH 5.5,
hydrated, 30–35 �C) of the skin ternary systems composed of an equimolar
ratio of ceramides, free palmitic acid and cholesterol might form gel-like
domains delimitated by a liquid-crystalline phase boundary. The presented
results supported the microstructural arrangement of the SC lipids as
suggested by the “domain mosaic model.”

The function of skin SC may be basically regulated by not only lipids,
but also other biomolecules and those interactions. Especially, hydrophilic
biomolecules in SC are playing important roles in maintaining the barrier
function.

Lactic acid is a major a-hydroxy acid in natural moisturizer factor
(NMF) and found in SC and also in sweat. It was reported recently that
the lactic acid and its compound on SC could be monitored noninvasively
by FTIR [57], and this report presented that in situ and noninvasive
measurement of FTIR spectra of human face surface could detect the
circa-monthly rhythmic change of the components which included mainly
the mixture of magnesium (Mg)–lactate complex and other skin surface
soluble components. It was reported that 12% of lactic acid existed in NMF
in the skin, and functioned as a part of moisturizer factor in SC. Lactic acid is
normally produced in the glycolytic reactions in the tissue cells through
reduction of pyruvate with NADH via lactate dehydrogenase (LDH). Thus,
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the amount of lactic acid may be controlled by changing LDH activity and
the amount of NADH and other glucose metabolites in the energy metab-
olism in human cells. On the other hand, acidic mucopolysaccharides or
sulfated glycosaminoglycans (GAGs) play important roles in the extracellu-
lar matrix of skin tissues, and these include keratan sulfate and dermatan
sulfate. The sulfated GAGs had a sulfate-derived FTIR absorption normally
at 1200–1250 cm�1 originated from S¼O stretching mode [58], and
actually a peak at 1243 cm�1 could be observed in the component with
circa-monthly changes of intensity in the outermost layer of the face skin.
On the other hand, the water extract of T1-face skin contained negatively
charged fraction (named as Fraction X) in HPLC with a strong anion-
exchange column, and this fraction after dried showed FTIR spectrum with
broad bands at 1100–1200 cm�1, not clear peak at 1230–1250 cm�1, and
this IR absorption pattern was very similar to the IR spectrum of acidic
magnesium salt of proteoglycan aggregates [59]. The IR absorption of S¼O
stretching mode could be largely affected by ionic conditions, especially by
binding of a divalent cation with sulfate group. In line with these data, it was
suggested that the Fraction Xmight contain partly magnesium (or calcium)-
bound glycosaminoglycan sulfate.

From our present results, Mg–lactate and the aforementioned divalent
cation (Mg2þ)-bound GAGs may play important roles in the circa-monthly
rhythmic changes of human skin SC.

In the maintenance and control of formation and exfoliation of skin SC,
the activity of protease (cathepsin D) in SC against transglutaminase was
reported to play an important role [60]. The turnover of the skin surface
cells was reported to have about 4–5 weeks of period [61]. It was reported
that in the SC, the endoglycosidase activity of heparanase 1 might be
indispensable and represented the first step in the desquamation process
[62], and so the degradation of heparan sulfate polymers into shorter chains
may be concerned to the exfoliation of SC.

5. Future Perspectives and Conclusion

Infrared spectroscopy, or vibrational spectroscopy, may have a great
potential in the application to diagnosis of human diseases. So far, we
reviewed mainly the application of mid-infrared spectroscopy to biological
cells and tissues, especially the measurements of membranes and lipids and
other related biomolecules of human disease-related tissues. Other vibra-
tional spectroscopies, such as near-infrared absorption and Raman scattering
spectroscopies, are also important and developing techniques for diagnosis
of human diseases, and many applications to biological tissues and cells have
been reported.
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All these vibrational spectroscopic techniques may have the advantage in
measuring changes of biofactors related to diseases as described in this
chapter, and many factors including proteins, lipids, glycans, and even
other unknown materials may be detected in one shot of experiment, and
moreover the interaction among these biofactors in the membranes may
also be detected by vibrational spectroscopy. Especially, the latter case is
important for the diagnosis of complex human diseases because many factors
are actually involved and these factors are more or less connected in the
onset of diseases, such as cancer, atherosclerosis, and diabetes mellitus. For
example, lowering of LDL–cholesterol in human enhanced the expression
of cyclooxygenase 2 gene in arterial wall and platelet, and changed the
inflammation status with changing the production of prostaglandins [63]
and thus affected many metabolic status of lipids and other related biomo-
lecules. Changing of one factor would change the state of the other factors
and this is the change of metabolic network, and so this network is the target
of metabolomics study. This is because the metabolomics study is attracting
many medical researches for diagnosis and medical treatment or therapy of
diseases.

Vibrational spectroscopies may reveal nondestructively and in situ the
changes of property and quantity of biomolecules of human tissues in vivo.
Especially for diagnosis of human diseases, the measurement of human skin
including lip surface or other easily accessible tissues in vivo may be impor-
tant as skin surface (stratum corneum), may be refreshed nearly every day,
and reflects somehow the chemical and biological states of inner tissues
which was theoretically and presumably at the stage where cell components
were affected several weeks ago depending upon the skin keratinocyte
turnover rate. The skin SC may thus contain information about biomole-
cules including proteins, lipids, and glycans which may be affected several
weeks ago in the dermis by the compositions of blood, and especially the
diseases such as diabetes and hyper- (or hypo-) lipidemia may change more
or less the character of skin biomolecules.

The lipids and membrane structures and functions of human skin SC
may be very special, and they play not only the protective role or barrier for
human body, but also the regulatory role for reabsorption of exogenous
materials such as sweat and sebum components or medicines or other
chemicals. The development of more effective drug delivery system
through skin tissues (transdermal therapeutic system) may be important in
the present and future medical treatments. Infrared spectroscopy, especially
FTIR–ATR, could be applied to investigate the mechanism of transdermal
transport of chemicals and the enhancer of transport [64,65]. Other vibra-
tional spectroscopic methods like the confocal laser Raman scattering
spectroscopic method could also be applied to the skin and transdermal
transport research [66].
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If the vibrational spectroscopy could be used and handled very easily and
precisely to measure the change of biomolecules with sophisticated chemo-
metric methods, it would take the place of the usual clinical tests, especially
for screening of diseases, and for this purpose more technical innovations
may be needed in the development of infrared spectroscopic machinery
specifically for diagnosis of human diseases. The infrared spectroscopic
innovations, if succeeded, would result in not only the innovation of clinical
screening of human diseases, but also the advancement of realization of the
basic metabolic mechanisms of lipids and their interaction with proteins and
glycans in human tissues in vivo, and after that we would get for the first time
the real techniques to monitor physiological molecular dynamics in human.
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Abstract

Mechanical properties of the lipid bilayers play a crucial role in maintaining the

membrane stability, the shape of the cell, in functioning of the protein molecules

and are responsible for protein–lipid interactions. Due to structural inhomoge-

neity, themembrane is characterized by anisotropy of themechanical properties.

Therefore, description of the mechanical properties of the membrane requires

the study of membrane deformation in different directions. This chapter reviews

current achievements in understanding the membrane mechanics and its role in

explanation of themechanisms of protein–lipid interactions. Several examples of

the effect of short peptides and large integral proteins on the mechanical

properties of the membrane are presented. We have shown that proteins can

affect the ordering of the lipid bilayer on substantially larger distance in compar-

ison with that of annular lipids surrounding of the macromolecule.
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1. Introduction

Protein–lipid interactions play an essential role in the functioning of
biomembranes [1,2]. They are responsible for maintaining the membrane
integrity and stability and are important for functioning the membrane
proteins, such as mechanosensitive ion channels [3] or other integral pro-
teins, for example, bacteriorhodopsin, Na,K-ATPase, Ca-ATPase, etc. The
functioning of membrane proteins, which is accompanied by changes in
their conformation, could affect the structure and physical properties of the
surrounding lipid environment.

For the analysis of the mechanism of protein–lipid interaction, the ther-
modynamics and mechanics properties of lipid bilayers and proteoliposomes
are important. Owing to the possible different geometry of the hydrophobic
moiety of proteins and that of lipids, as well as to the action of electrostatic
and elastic forces, regions of altered structure may arise around protein
molecules [4,5]. The formation of similar regions may represent one of the
reasons for the occurrence of long-distance interactions in membranes. Very
likely, hydrophobic interactions play the key role in the establishment of
links between integral proteins and lipids. The rigid hydrophobic parts of
membrane-spanning proteins cause a deformation of the hydrophobic lipid
chains due to length matching. This leads to the stretching or compression of
the hydrocarbon lipid chains depending on the relation of the hydrophobic
part of proteins and the surrounding lipids [4]. Distortion of the membrane
by proteins may cause lipid-mediated attractive or repulsive forces between
proteins [6]. Due to changes of the ordering of the lipid bilayer, the increase
or decrease of phase transition temperature, as well as changes of membrane
mechanical properties take place. Due to considerable problems with the
isolation and purification of integral proteins and with the determination of
their structure, only a few proteins were analyzed so far in respect of their
influence on the thermodynamic and mechanical properties of lipid bilayers.
Using the mattress model of Mouritsen and Bloom [4] as well as Landau–de
Gennes theory of elasticity of liquid crystals, it was possible to explain
satisfactorily the changes in the temperature of phase transition, DT, of
proteoliposomes containing membrane-bound reaction center protein
(RC) and antenna protein (LHCP) [7,8]. The DT value depends on the
mismatch between the hydrophobic part of protein and lipids as well as on
the protein concentration according to the following equation [7]:

DT ¼ 8x2 2r0=xþ 1ð Þ 2 hf � hp
� �

= hf � hg
� �� 1

� �
xp; ð1Þ

wherex is the characteristic decay length, r0 is the radius of protein, h
f and hg are

the length of hydrocarbon chains of phospholipids in a fluid or gel state,
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respectively, hp is the length of the hydrophobicmoiety of protein, andxp is the
molar ratio of protein and phospholipid (number of protein molecules/num-
ber of phospholipid molecules). Parameter x(T) is not measurable in the
experiment and should be determined theoretically. The approach for deter-
mination of these parameterswasmade inwork byHuang [9] andHelfrich and
Jacobson [10] in which the gramicidin has been used as a model of integral
protein. Figure 1 shows a schematic cross section of integral protein in a
membrane. Parameterx can be determined from theminima of the free energy
of the system with the assumption of exponential decay of perturbation:

u rð Þ ¼ u0 exp � r � r0ð Þ=x½ �: ð2Þ

The free deformation energy per unit area of membrane in the cylindrical
polar coordinates can be expressed as

F ¼ 2p
ð
r dr E?u2=hþ hK1 u0=r þ u00ð Þ2 þ g u0ð Þ2

h i
; ð3Þ

where E?, K1, and g are the elasticity modulus of transversal compression,
splay, and surface tension, respectively. To determine the minimum energy
conformation, it is necessary to minimize the free energy with respect to the
variation in u(x, y) and get the linear differential equation [10]:

K1 u0=r3 � u00=r2 þ 2u
000=r þ uIV

� �� g=hð Þ u0=r þ u00ð Þ þ E?=h2
� �

u ¼ 0:

ð4Þ

Equation (4) can be solved numerically using algorithm described by Per-
eyra [11]. Thus, theoretical analysis of distorted regions around proteins in
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Figure 1 Schematic cross section of an integral protein in a phospholipid membrane:
h is the bilayer thickness and r0 is the radius of the protein.
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the membranes requires knowledge on the elastic parameters of the mem-
brane. The first attempt to characterize the distortion around integral
protein bacteriorhodopsin (BR) was made in our work [12] (see also Ref.
[5]). We showed that the diameter of distorted region around BR could be
up to 40 nm, which is around 10 times more than the diameter of BR
(3.5 nm).

The experimental works certainly suggest on existence of distorted
regions around proteins. The influence of BR on the structural state of
spacious regions of planar bilayer lipid membranes (BLMs) was shown by
means of measurement of elasticity modulus E? [13]. It was shown that the
area of a lipid bilayer with an altered structure per one cluster consisting of
three BR molecules surpasses 2800 nm2. Moreover, as a result of the
illumination of BLM modified by BR, a considerable increase of E?
occurred (more than five times) with a further saturation on a stable level.
This condition was preserved for several hours after the illumination was
switched off. This shows the possibility of mechanical energy accumulation
in membrane. Substantial decrease of volume compressibility of liposomes
containing BR was demonstrated by the ultrasound velocimetry method
[14]. In particularly, it was shown that one BR trimer is able to change the
structural state of the lipid bilayer of large unilamellar liposomes composed
of dipalmitoylphosphatidylcholine (DPPC) and within a diameter of
approximately 100 nm.

The above results have been obtained with so-called macroscopic meth-
ods which “see” large membrane area [5]. The microscopic methods such as
EPR, NMR, or fluorescence spectroscopy are also informative in the study
of protein–lipid interactions. However, these methods usually “see” the
changes in lipid bilayers in a close proximity of the protein. The EPR
spectra reveal a reduction in mobility of the spin-labeled lipid chains on the
binding of peripheral proteins to negatively charged lipid bilayers. Integral
proteins induce a more direct motional restriction of the spin-labeled lipid
chains, allowing the stoichiometry and specificity of the interaction, and the
lipid exchange rate at the protein interface, to be determined by EPR
spectra. In this way, a population of very slowly exchanging cardiolipin
associated with the mitochondrial ADP–ATP carrier has been identified
(see Ref. [15] for review). However, the exchange between the lipids
adjacent to the proteins and those in a bulk phase is in general fast [16].
Fluorescence spectroscopy is also effective for the study of protein–lipid
interactions. In particular Rehorek et al. [17] showed that as a result of
conformational changes of the BR, the ordering of the lipid bilayer
increases and a transmission of conformational energy occurs over the
distance more than 4.5 nm.

Biophysical studies of the mechanisms of protein–lipid interactions
suggest on the existence of annular lipids surrounding the integral mem-
brane proteins [2]. These lipids are, however, not simply adjacent to the
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protein, but as we mentioned earlier, exhibit in fast exchange with bulk
lipids [16]. The specificity of these interactions is, however, under discus-
sion. Most probably, the exact lipid composition is not so essential for the
protein–lipid interactions [2]. For example, changes of the fatty acid chain
composition caused by diet have no injurious effect on cell function.
However, dietary-induced changes in lipid composition are limited: some
features of the fatty acyl chain composition are maintained constant, like
chain length in the range between, typically C16 and C20, with about half
the chains being saturated and half unsaturated. This means that overall
features of the lipid composition, such as length and saturation of fatty acid,
are likely to be important for the membrane properties [2]. The length and
saturation of fatty acid are responsible for the creation of certain thickness of
the membrane and its physical state, which are important factors that
determine the protein–lipid interactions [1,2]. In certain case, the structure
of the polar part of the phospholipids also plays a role in protein–lipid
interactions. There is, however, evidence that small number of special
lipids is important for the function of the protein. For example, for Ca2þ-
ATPase, it is phosphatidylinositol-4-phosphate. The binding of this lipid
resulted in increasing the activity of the calcium pump by twice [2]. Specific
activity to cardiolipin has been observed for cytochrome c oxidase [16].
At the same time, the lipid packing also affects the protein–lipid interactions
[18]. Due to inhomogeneities of the protein surface, the surrounding lipids
tend to adapt their conformation in order to gain optimal contact with the
hydrophobic surface of the protein. It has been established that, for exam-
ple, in the case of Ca2þ-ATPase, approximately 30 lipid molecules surround
the protein in an annulus-like ring [19]. The lipid environment affects the
functioning of ATPase. Starling et al. [20] found differences in the rate of
dephosphorylation of the Ca-ATPase depending on the thickness of the
bilayer, with the slowest rate for di(C24:1)PC bilayers. The role of annular
lipids in the protein–lipid interactions has been reviewed recently in paper
by Ernst et al. [21].

Beyond existing observations, the question arises whether only annular
phospholipids are involved in protein–lipid interactions, or whether a larger
environment of the lipid bilayer is affected by the presence of an integral
protein. In addition, it is necessary to analyze how the properties of the lipid
bilayers are altered in close proximity of the proteins compared to the
unperturbed lipid bilayer. Despite extensive experimental and theoretical
works in the study of the protein–lipid interactions, the understanding of
the mechanisms of this process is not yet complete. For example, the
aforementioned mattress model of protein–lipid interaction proposed by
Mouritsen and Bloom [4] is based on the mismatch between the hydropho-
bic part of integral protein and the lipids. The mismatch resulted in changes
of phase transition temperature of the phospholipids. Typical situation is
presented schematically in Fig. 2. If the hydrophobic thickness of the
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protein hP is larger than that of the lipids (hL), the protein induces ordering
region of the membrane in its proximity. As a result, the phase transition
temperature increases (Fig. 2A). In contrast, when hP < hL, the disordered
region around protein appears and the phase transition of lipids decreases
(Fig. 2B). When hP ¼ hL (Fig. 2C), the lipid bilayer is not disturbed and
thus, no changes in thermodynamic parameters are expected. However,
even in the later case, we observed substantial affect of BR on the mechani-
cal properties of the lipid bilayers composed of DPPCwith the hydrophobic
length similar to that of BR [14]. The molecular dynamic (MD) simulation
studies revealed that except of distortion of the lipid bilayer geometry
around the protein also certain tilt of the peptide should take place in the
membrane with hydrophobic thickness lower in comparison with those of
the protein [22,23]. There is also certain discrepancy between microscopic
methods, like ESR and NMR, which suggest on effect of protein on to
closely adjacent phospholipids and membrane mechanics that evidence on
appearance rather large distortion membrane regions that surpass the protein
diameter.

In this chapter, we focus on application of membrane mechanics to study
the protein–lipid interactions. Membrane mechanics is, however, rather
complex. Due to inhomogeneity and anisotropy of membrane, the
mechanical properties are also anisotropic and full characterization requires
description of deformation of the membrane in different directions.

A

hP hL

B

C

Figure 2 The possible effect of proteins on the structural state of lipid bilayer depend-
ing on the mismatch between hydrophobic length of protein, hP, and lipids, hL. (A)
hP > hL, (B) hP < hL, and (C) hP ¼ hL.
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Therefore in first part, we present short introduction into the anisotropy of
the membrane mechanical properties. In second part, we discuss the appli-
cation of special method—the ultrasound velocimetry—that allows to study
volume compressibility of the membrane modified by short peptides and
Na,K-ATPase.

2. Mechanical Properties of BLMs and

Their Anisotropy

Viscoelastic properties have a significant role in allowing biomem-
branes to perform different functions. Together with cytoskeleton, visco-
elasticity determines the cell shape and transduction of mechanical
deformation from mechanoreceptors to sensitive centers. In addition, dur-
ing conformational changes of the proteins, also the physical properties of
the membrane could change. These changes could be described by means of
macroscopic approach using the theory of elasticity of solid bodies and
liquid crystals [5]. The structure of lipid bilayer is considerably simpler
than that of biomembranes. However, even the structure of BLM has
clearly expressed anisotropy. This leads to strong anisotropy of membrane
viscoelastic properties and requires the description of bilayer properties by
several elasticity moduli. The difficulties of describing the membrane elas-
ticity are still not exhausted by this phenomenon. The behavior of deform-
able solid bodies is described by the theory of elasticity. The principal
differences of biomembranes from the classical objects of this theory are as
follows. The membrane thickness is very small, approximately 20–200
atomic dimensions. Therefore, the influence of microheterogeneity of
each atomic layer on membrane properties can be substantial. In this case,
the macroscopic parameters of the membrane, which are the result of the
average of their properties over the environment, can considerably differ
from the corresponding parameters of the membrane on the level of some
distinguished layers. On the other hand, 20–50 atomic layers are too large a
value to enable their description by equations of the theory of elasticity for
each layer. Therefore, there exist a number of models of biomembranes as
elastic bodies, which average the properties of biomembranes by certain
numbers of such layers [24–28]. However, for subsequent analysis, it is
necessary to introduce a macroscopic description of membrane as an elastic
body and generalize it to account for its viscous properties. This analysis has
been performed in monograph by Hianik and Passechnik [5]. It has been
shown that understanding of the membrane as a viscoelastic body requires
analysis of membrane deformation in different directions (Fig. 3) (1) volume
compressibility, (2) area compressibility, (3) unilateral extension along
membrane plane, and (4) transversal compression. The mechanical
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parameters that characterize membrane deformability listed earlier are
volume compressibility modulus K and Young’s moduli of elasticity
Ek, E10, and E?, respectively. These parameters are defined as follows:

K ¼ �p= DV=Vð Þ; Ek ¼ sx= DS=Sð Þ ¼ 2sx= DC=Cð Þ;
E10 ¼ sx=Uxx; E? ¼ �p=Uzz ¼ 2p= DC=Cð Þ; ð5Þ

where sx is the mechanical stress along the membrane plane; p is the
pressure compressing the membrane; Uzz and Uxx are the relative mem-
brane deformation in transversal direction and along the membrane plane;
and DV/V, DS/S, and DC/C are the relative changes of the volume, area,
and electrical capacitance, respectively. The Young’s modulus of area
compressibility is related to the bending modulus of elasticity, k, by simple
equation: k ¼ hEk, where h is the membrane thickness [29]. Owing to
small dimensions of the membrane, special methods were developed for
measurement of the elasticity moduli. Below, we briefly describe the basic
methods of measurement of the elasticity moduli of lipid bilayer and show
their typical properties. Mechanical properties of lipid bilayers have been
described in detail elsewhere [5,30].

Transversal elasticity modulus, E?. Transversal deformation, that is, para-
meter Uzz ¼ Dh/h (h is the membrane thickness) cannot be measured
directly due to small thickness of the membrane and extremely small
changes of the thickness upon deformation. Therefore, the transversal
deformation is determined mostly from the measurement of changes in
the electrical capacitance of the membrane. In the case of isovoluminous
deformation, that is, when the volume compressibility, K, is much higher
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Figure 3 Schematic representation of membrane deformation. Arrows indicate the
application of mechanical stress. For explanation, see the text.
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than E? (this has been certainly shown experimentally [5]), Dh/h ¼ � DC/
2C (i.e., decrease of thickness resulted in increase of membrane capaci-
tance). In transversal direction, the membrane cannot be deformed by
mechanical pressure. However, because the membrane behaves electrically
as a capacitor, when voltage is applied to the BLM, it will compress the
membrane with an electrostriction pressure p ¼ CsU

2/2h (Cs is the specific
capacitance of the membrane Cs ¼ C/S and U is the applied voltage).
Therefore, E? ¼ � p/(Dh/h) ¼ 2p/(DC/C). For the measurement of
changes of capacitance, special method is also required. This is connected
with inhomogeneity of the membrane and with the presence of thick
Plateau-Gibbs border. For example, if the dc voltage will be applied to
BLM and the capacitance will be measured, for example, by capacitance
meter, then the measured changes DC/C will be not only due to
the changes of the thickness, but also other factors, such as rebuilding of
new bilayer parts from the Plateau-Gibbs border will contribute to this
value. As a result, the determined elasticity modulus will be underestimated
in comparison with their real value. This particularly explains the under-
estimated values of transversal elasticity modulus in earlier works (see Ref.
[5] for review). Therefore, special electrostriction method based on mea-
surement of the amplitude of higher current harmonics has been developed
[31]. This method as well as its application to various BLM systems is
described in detail in Ref. [5]. Briefly, if an alternating voltage of amplitude
U is applied to the BLM through electrodes (e.g., Ag/AgCl electrodes), due
to the nonlinear dependence of capacitance on the voltage (C ¼ C0(1 þ
aU2), where C0 is the capacitance at U ¼ 0 and a is the electrostriction
coefficient), the higher current harmonics with frequencies 2f, 3f, etc.,
amplitude I2, I3, etc., respectively, will be generated in addition to the
basic first current harmonic (frequency f ) of an amplitude I1. The measure-
ments of these amplitudes allowed us to determine various parameters,
particularly the absolute value of elasticity modulus:

E? ¼ 3CsU
2
0 I1= 4dI3ð Þ; ð6Þ

where Cs is the specific capacitance of the membrane. If in addition to the
amplitude also the phase shift, j, between first and third current harmonic is
measured, then coefficient of dynamic viscosity, �, can be determined:

� ¼ E? sinj= 2pfð Þ ð7Þ

(see Ref. [5] for detailed description of the method and experimental setup).
Using this method, it has been shown that elasticity modulus and dynamic
viscosity depend on the frequency of deformation and increase with the
frequency. The value of E? also depends on the content of hydrocarbon
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solvent in a BLM and increases with decreasing the concentration of the
solvent, reaching the value of 3.6 � 108 Pa for solvent-free membranes
composed of glycerol monooleate at frequency of deformation 1.3 kHz.
This modulus is also extremely sensitive to the lipid composition and
content of cholesterol or other sterols. For example, E? value increases
with increasing the length of hydrocarbon chains of phospholipids that
evidence on higher order of hydrophobic part of the membrane due to
more extensive hydrophobic interaction between the phospholipid chains
[5]. On the other hand, E? decreases with increasing the degree of unsa-
turation of fatty acids that evidence on decrease the membrane ordering
[32]. This elasticity modulus changes considerably upon interaction with
BLM of low molecular compounds, for example, local anesthetic or macro-
molecules, for example, integral or peripheral proteins [5]. The method of
measurement E? has been applied also to the supported bilayer lipid
membranes (sBLMs) and gave possibility to study the affinity interactions
[33] or the interaction with BLM of nucleic acids and their complexes with
cationic surfactants [34].

Recently, the excitation FTIR spectroscopy has been applied to study
electrostriction of supported lipid multilayers composed of dimyristoylpho-
sphatidylcholine (DMPC) [35]. A periodic rectangular electric potential
induced periodic variation of the tilt angle of the hydrocarbon chains by
0.09 � 0.015�. This corresponds to a variation of the bilayer thickness of
Dh ¼ 5.4 � 10�3 nm. The calculated Young’s elastic modulus E? ¼ 1.8
� 106 Pa was in good agreement with data obtained by electrostriction
method [33]. The electrostriction-induced changes of the tilt angle of acyl
chains of DMPCwere studied in detail also by Lipkowski and coworkers [36].

The area expansion modulus, Ek. The area expansion modulus and conse-
quently also the bending elasticity modulus, k, can be determined by the
method of micropipette pressurization of giant bilayer vesicles [37], or by
determination of the changes of electrical capacitance during periodical
deformation of spherical BLM [25]. The value of Ek can be measured
only in a limited range of frequencies (5–10 Hz). The typical values of Ek
of BLM with the hydrocarbon solvent were in the range 107–108 Pa, which
is more than 10 times higher than the values of E? for similar BLM
composition at lowest frequency of deformation (20 Hz). The area expan-
sion modulus is less sensitive to the lipid composition and does not signifi-
cantly depend on the length of hydrocarbon chains of phospholipids and
degree of their unsaturation [38].

The elasticity modulus, E10. The elasticity modulus has been measured upon
longitudinal distension of cylindrical BLM formed between two circles, with
one of them oscillating and the other one being attached to an ergometer.
Values E10 � 106 Pa have been obtained for membranes of various composi-
tions. They were independent of frequency over an interval of 30–200 Hz,
that is, they are determined by bilayer elasticity rather than viscosity [5].
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Modulus of volume compressibility, K. Modulus of volume compressibility
has been measured by determination of sound velocity in suspension of
small unilamellar liposomes. Values of K ¼ (1.70 � 0.17) � 109 Pa have
been determined by this method for liposomes composed of egg phospha-
tidylcholine (PC). The values of a similar order have been obtained also on
large unilamellar liposomes composed of polyunsaturated fatty acids [32].
Using the measurement, the elasticity modulus K, the mechanic and ther-
modynamic properties of liposomes of various composition, and that
contained cholesterol [39] or modified by proteins [40,41] can be studied.

The experiments on determination of various elasticity moduli revealed
that these values can be estimated only in a limited range of frequencies:
Ek ¼ 5–10 Hz, E10 ¼ 2–300 Hz, E? ¼ 20 Hz–15 kHz, and K ¼ 7 MHz
[20]. However, these values can be approximated to the frequency range
10–200 Hz [5]. It has been shown that following inequalities hold for these
elasticity moduli: E10, E? � Ek � K ?. Thus, the BLM represents aniso-
tropic viscoelastic body. The corresponding model of BLM deformation
should fulfill the above inequalities.

It has been shown [5] that the mechanical properties of BLM cannot be
described by isotropic mechanical models by Wobschall [24] or by Evans
and Skalak [42]. Recently discussed brush model of the membrane mechan-
ics composed of two isotropic layers well describes the behavior of area
expansion and bending elasticity moduli [38]. However, the model does not
provide information about distribution of chain across bilayer and thus, does
not consider anisotropy of mechanical properties in transversal direction.
The three layer model of deformation has been assumed for description of
BLM anisotropy by Passechnik [28]. The two outer layers (thickness h1)
have a modulus of elasticity E(1) and the inner layer (thickness h2) has a
modulus of elasticity E(2) � E(1), like a sandwich. Mechanical stress in
membrane plane (measurement of Ek) deforming the layers with a large
elastic modulus (E(1)) and the stress perpendicular to the membrane plane
(measurement of E?) deforming the “soft” layer modulus (E(2)). Therefore,
one can expect that E? � Ek. Deformation of the “sandwich” depends on
the degree of adhering of layers. However, full description of deformation
requires also consideration of microinhomogeneities in the membrane (see
Ref. [5] for more details).

The study of the mechanisms of protein–lipid interactions requires
selection of convenient model system. In this respect, the free standing
BLMs have been widely used. Most focus was on the study of the properties
of the ionic channels such as gramicidin [43] and ionic carrier valinomycin
[44]. Later, the BLMs modified by membrane fragments containing insulin
receptors or BR [5] were used to study the effect of conformational changes
of proteins on the mechanical properties of lipid bilayer. However, BLMs
are rather fragile; therefore in further experiments, the sBLMs were used to
study the effect of short peptides on the electrostriction of the lipid bilayer
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[45]. Recent achievements in fabrication of filter-supported membranes and
membranes formed on nanopores (see Ref. [46] for review) are of large
promise for future studies of the physical properties of the lipid bilayers at
presence of proteins. However, it is undoubtedly that technologically most
easier and convenient objects in membrane science are the uni- or
multilamellar liposomes. The liposomes could be modified by proteins
and so-called proteoliposomes can be prepared [47]. The properties of
proteoliposomes can be studied by large number of powerful physical
methods, including light scattering, neutron and X-ray diffraction, various
optical methods, NMR, ESR, and others. It is important that liposomes are
convenient also for the determination of area expansion and bending elastic
modulus [42] as well as for the study of the volume compressibility of lipid
bilayers [5].

In this work, we focus on determination of volume compressibility of
the lipid bilayers with incorporated short peptides or integral proteins.
Therefore, we briefly describe the method of measurement volume com-
pressibility using ultrasound velocimetry and densitometry methods.

2.1. Determination of Volume Compressibility by Ultrasound
Velocimetry and Densitometry Methods

The measurement of ultrasound velocity allows us to evaluate the elastic
properties of aqueous media and suspensions such as liposomes [32,39],
lipoproteins [48], or cell surface proteins [49] based on a simple relationship:

bS ¼
1

ru2
; ð8Þ

where bS, r, and u are the adiabatic compressibility, the density, and the
sound velocity of the suspension, respectively. Thus, by measuring the
changes of sound velocity and density, one can determine the changes of
adiabatic compressibility [50].

Ultrasound velocity was measured using a fixed-path differential velo-
cimeter consisting of two almost identical acoustic cavity resonators [50,51]
operated at frequencies around 7.2 MHz. The resonance frequencies of the
cells were measured using a computer-controlled network analyzer (USAT,
USA). The sample volume was 0.7 ml. The resonator cells were equipped
with magnetic stirrers to ensure homogeneously dispersed samples during
the measurements. One resonator contained the vesicle solution whereas
the other one was filled with the same buffer solution without vesicles as
reference. When starting a series of measurements, first the resonance
frequencies of both resonators were compared by measuring both cells
with identical reference liquid. As the energy density of the sonic signal
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was small throughout (the pressure amplitude in the ultrasonic wave was less
than 103 Pa), any effects of the sound wave on the structural properties of
the vesicles were avoided. In general, ultrasonic velocimetry allows
the determination of the sound velocity [u] or rather its concentration
increments [51] as defined by the equation:

u½ � ¼ u� u0

u0c
; ð9Þ

where c is the solute concentration in mg/ml and the subscript “0” refers to
the solvent (buffer). The value [u] can be directly determined from the
changes of resonance frequencies f and f0 of both resonators ( f is the
resonance frequency of the sample, and f0 that of the reference-buffer):

u½ � ¼ u� u0

u0c
¼ f � f0

f0c
1þ gð Þ ð10Þ

(the coefficient fulfills the condition g � 1 [52] and can be neglected in the
calculations).

A high precision densitometric system (DMA 60 with two DMA 602 M
sample chambers, Anton Paar KG, Graz, Austria) operating according to the
vibrating tube principle [53] was used to determine the density r of the
vesicle solution. Apparent specific partial volumes jV have been calculated
from the density data using the relation:

jV ¼ 1� r� r0
c

h i 1

r0
¼ 1

r0
� r½ �; ð11Þ

where the subscript 0 refers again to the reference solvent and [r] ¼
(r � r0)/(r0c) denotes the concentration increment of density. The tem-
perature of the cells was controlled to within �0.02 �C with a Lauda RK
8 CS ultra-thermostat (Lauda, Germany).

The determination of the specific volume in addition to the sound
velocity concentration increment allowed the estimation of the normalized
apparent specific compressibility, jK/b0, of the vesicles, which is based on
the following equation:

jK

b0
¼ �2 u½ � � 1

r0
þ 2jV ; ð12Þ

where b0 is the coefficient of the adiabatic compressibility and r0 is the
buffer density [51]. The value of jK/b0 indicates the volume compressibil-
ity of the vesicles relative to the buffer.
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3. The Mechanical Properties of Lipid Bilayers

with Incorporated Proteins

In this section, we focus on effect of short peptides and Na,K-ATPase
on the volume compressibility of liposomes. The short peptides affect the
mechanical properties of the membrane and could model the integral
membrane proteins. The distorted regions of the membrane around short
peptides caused by the mismatch between lipids and peptides particularly
agreed with MD simulations. However, MD method revealed additional
alternative of the peptide–membrane matching—the tilt of the peptide in a
membrane.

3.1. Effect of Short Peptides on the Mechanical Properties of
the Lipid Bilayers

The study of the mechanisms of protein–lipid interactions in native
biological systems is rather difficult due to large heterogeneity of both the
lipids and proteins. To overcome the problem of the complicated structure
of integral proteins and the problems with their isolation and purification, a
number of workers have designed and synthesized peptide models (10–40
amino acids) of specific regions of natural membrane proteins and have
studied their interactions with model lipid membranes of defined composi-
tion (see Refs. [54,55]). In particular, the study of the mechanisms of the
interactions of peptides with BLMs has also very important practical signifi-
cance for understanding of the mechanism of interaction of, for example,
neuropeptides [56] or antimicrobial peptides (AMPs) [57] with membranes.

The synthetic peptide acetyl-K2-G-L24-K2-A-amide (P24) and its struc-
tural analogs, for example, acetyl-K2-L24-K2-amide (L24), have been suc-
cessfully utilized as a model of the hydrophobic transmembrane a-helical
segments of integral proteins [55,58]. These peptides contain a long
sequence of hydrophobic leucine residues capped at both the N- and
C-termini with two positively charged lysine residues. The central poly-
leucine region of these peptides was designed to form a maximally stable
a-helix which will partition strongly into the hydrophobic environment of
the lipid bilayer core, while the dilysine caps were designed to anchor the
ends of these peptides to the polar surface of the BLM and to inhibit the
lateral aggregation of these peptides. In fact, circular dichroism (CD) [58]
and FTIR [59] spectroscopic studies of P24 have shown that it adopts a very
stable a-helical conformation both in solution and in lipid bilayers, and
X-ray diffraction [60], fluorescence quenching [61], FTIR [59], and deute-
rium nuclear magnetic resonance (2H-NMR) [62] spectroscopic studies
have confirmed that P24 and its analogs assume a transbilayer orientation
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with the N- and C-termini exposed to the aqueous environment and the
hydrophobic polyleucine core embedded in hydrocarbon core of the BLM
when reconstituted with various PCs [63]. 2H-NMR [64] and EPR [65]
spectroscopic studies have shown that the rotational diffusion of P24 about
its long axis perpendicular to the membrane plane is rapid in the liquid-
crystalline state of the bilayer.

DetailedDSC, FTIR,NMR, andEPR studies of interaction of P24 or L24
with BLM [66] have revealed that the results obtained from different physical
techniques generally agree well with one another. However, certain discre-
pancies have been found in comparison of the results obtained by spectro-
scopic techniques, that is, FTIR and 2H-NMR. While the 2H-NMR
technique indicated that incorporation of P24 peptide into theDPPCbilayers
resulted in a decrease of the ordering of the membrane in gel state and
increase in the liquid-crystalline state, FTIR experiments suggest that pep-
tide induced a decrease of the ordering of the lipid bilayer in both structural
states of themembrane [66]. This discrepancy has been explained by different
peculiarities of these twomethods.While the order parameters in 2H-NMR
spectroscopy are primarily sensitive to trans/gauche isomerization, the molec-
ular interpretation of the changes in membrane ordering based on changes in
frequency of the methylene stretching modes in IR spectroscopy is likely
attributed to the sensitivity of the band position phenomena other than trans/
gauche isomerization, such as the interchain coupling and the contribution of
peptide in the methylene and methyl stretching region. Interchain coupling
is significant enough even in fluid bilayers [66]. Therefore, using exclusively
FTIR, it is difficult to decide what process is dominant in fluid state-
interchain coupling or trans/gauche isomerization.

In contrast with spectroscopic methods that provide information about
microscopic changes of the lipid bilayer in close proximity of the protein,
macroscopic methods, such as membrane compressibility measurements,
are sensitive to changes of large membrane regions. The sensitivity and
utility of measurements of volume compressibility have been proved in
several studies of the interaction of integral proteins with lipid bilayers, for
example, BR [5] or peptides like ACTH24 [56] or gramicidin S (GS) [57].

Recently, the study of the effect of another short peptide-magainin
(MAG) on the mechanical properties of giant unilamellar vesicles (GUVs)
composed of palmitoylphosphatidylcholine (POPC)-has been reported
[67]. MAG is AMP composed of 23 amino acids. It is produced by African
frog Xenopus laevis. MAG has antibacterial, antifungal, and anticancer activ-
ity and causes leakage of lipid vesicles which is evidence of its perturbing
action on lipid bilayer [68,69]. At neutral pH, the peptide carries three net
positive charges and contains several hydrophobic residues. At presence of
rather low peptide content in the membrane (<1% of the surface area
coverage), the binding rigidity is reduced [67]. It has been suggested that
the MAG induces highly mobile regions in the membrane monolayer with
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high curvature on the membrane surface (see also Ref. [69] for recent
review of the effect of AMPs on the membrane properties). The MD
simulations of MAG in POPC bilayers indicate that peptide interacts with
polar part of the membrane by forming hydrogen bonds with oxygens of
phosphate or glycerol. Peptide caused only slight disordering of the bilayer
because the hydrocarbon chains that were far from the peptide have not
been affected. In addition, MAG caused local thinning of the membrane
[70,71]. Simulation studies based on insertion of antibacterial peptides into
anionic and zwitterionic lipids suggest that these lipids could modulate the
helical structure of the peptide even in larger extend than the perturbation
of the membrane induced by peptides [69].

The association of the proteins with the membranes can be enhanced by
means of hydrophobic anchor. This is important for association with special
membrane structures such as lipid domains, rafts, and caveolae [72]. As an
anchor, the hydrophobic chains such as acyl (myristoyl, palmitoyl) or prenyl
(linear polyisoprene) are used. Based on fluctuation analysis of GUV,
Rowat et al. [73] showed that short peptides modified by farnesyl anchor
affect the bending rigidity depending on the peptide charge. The charged
peptides modestly decreased the main gel–fluid phase transition and mark-
edly increased the bending rigidity of GUV fromDMPCmembranes, while
uncharged species dramatically decreased the main phase transition and
modestly decreased the bending rigidity.

Among AMP, GS has also been extensively studied. Cyclic GS is dec-
apeptide first isolated from Bacillus brevis [74]. This peptide exhibits appre-
ciable antibiotic activity against a broad spectrum of gram-negative and
gram-positive bacteria as well as against several pathogenic fungi [75,76].
In aqueous solution, GS forms an amphiphilic, two-stranded, antiparallel
b-sheet structure [75]. Considerably evidence exists that the primary target
of GS is the lipid bilayer of cell surface membranes and that this peptide kills
cells by destroying the structural integrity of the lipid bilayer [77]. GS
partitions strongly into liquid-crystalline lipid bilayers in both model and
biological membranes and seems to be located primarily in the glycerol
backbone region below the polar head group and above the hydrocarbon
chains [78]. In addition, GS binds more strongly to negatively charged lipids
[78,79] than to zwitterionic or uncharged phospho- and glycolipids [80,81].
The effect of GS on volume compressibility of large unilamellar vesicles
(LUVs) and multilamellar vesicles (MLVs) has been studied in our previous
work using ultrasound velocimetry method [40]. The vesicles were prepared
from DMPC with different molar ratios of GS and studied the changes of
ultrasound velocimetry and specific volume as a function of temperature.
These methods, if used simultaneously to study peculiarities of the phase
transition of lipid bilayer, allow one to determine the phase transition
temperature and the degree of phase transition cooperativity. In addition
to the thermodynamic properties of the lipid phase transition obtained by
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differential scanning calorimetry (DSC), the ultrasound velocimetry and
densitometry allow one to study the mechanical properties of lipid bilayer
membranes. The basic values of the parameters usually determined in sound
velocity and density experiments are shown in Fig. 4 for suspensions of LUVs
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Figure 4 Temperature dependence of (A) the concentration increment of sound
velocity [u] (1) and apparent specific partial compressibility jK/b0 (2); and (B) density
(1) and specific volume (2) for LUVs composed ofDMPC.The arrow indicates the phase
transition temperature (according to Krivanek et al. [40] with permission of Elsevier).
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composed of DMPC as a function of temperature and in the range of the
phase transition temperature (Tm 	 24 �C).

To better understand the obtained data, we shortly explain the physical
meaning of ultrasound velocimetry and densitometry parameters in the
study of phase transition of vesicles. The characteristic peculiarity of
the concentration increment of sound velocity, [u], is its sharp minimum
at the Tm (Fig. 4A, curve 1). At temperatures below the Tm of DMPC (i.e.,
T < 24 �C), the value of [u] slowly decreases with increasing temperature,
whereas an increase of [u] is characteristic for higher temperature regions
above the Tm. This characteristic shape of the plot of [u] versus temperature
was described in a number of publications dealing with sound velocimetry
studies of phase transitions in vesicle suspensions composed of saturated PCs
(see, e.g., Ref. [82]). The nature of the minimum in the plot of [u] versus
temperature can be explained as follows. According to Schaaffs [83], the
adiabatic compressibility, bS (see Eq. 13), is related to the isothermal
compressibility, bT, and the heat capacities, cV and cP, at constant volume
and constant pressure:

bS ¼ bT cV=cP ; ð13Þ

so that

u ¼ cp= cVrbTð Þ� �1=2
: ð14Þ

Hence, the minimum in the [u] value reflects the effects from both the
increasing heat capacity, cP [84], and isothermal compressibility, bT, upon
approaching the Tm. The value bT is an additional parameter compared to
the Tm conventionally used in DSC.

According to Eq. (12), in order to calculate the specific apparent com-
pressibility, jK/b0, it is necessary to determine the density of the vesicle
solution, r, and consequently the specific volume, jV. In the case of
phospholipids, this parameter changes considerably at the Tm. The value
of jV, as well as the behavior of its plot versus temperature, provides
important information about the nature of the lipid phase transition of
membranes, for example, degree of cooperativity and expansion coefficient
[85]. The typical plot of density, r, and specific volume, jV, for LUVs
composed of DMPC is presented in Fig. 4B, curves 1 and 2, respectively.
We can see that density monotonically decreases, while specific volume
increases with increasing temperature. Using Eq. (12), the apparent specific
compressibility, jK/b0, can be calculated. The plot of jK/b0 as a function
of temperature for LUVs composed of DMPC is presented in Fig. 4A, curve
2. We can see that below the phase transition temperature, the value of
jK/b0 monotonically increases with temperature, reaches a maximum at
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Tm, and then decreases at T > 24 �C. This is in agreement with previously
reports [39] and can be explained as follows. The apparent specific com-
pressibility can be expressed as

jK=b0 ¼ jV þ bS½ �; ð15Þ

where [bS] ¼ (bS � bS0)/(bS0c) is the concentration increment of the adia-
batic compressibility (see Ref. [39]). Thus, the increase of the jK/b0 value
in the phase transition region is related to both an increasing specific
volume, jV, and an increase of bS. Quite remarkably, jK/b0 decreases
when going from 25 �C, slightly above Tm, to 30 �C. In this temperature
range jV increases (see Fig. 4B, curve 2). We therefore conclude that the
decreasing jK/b0 values result from a decrease in bS. The heat capacity, cp,
also decreases in this temperature range. According to Eq. (13), the temper-
ature dependence in the jK/b0 above Tm thus seems to reflect the iso-
thermal compressibility of lipid bilayers, which is related to the volume
fluctuations of the samples and which decreases with temperature [39].

bT ¼ 1

V

@V

@p

� �
T

¼
�V 2 � �V

2

�VRT
: ð16Þ

Here, R denotes the gas constant [40].
The phase transition temperature of LUV and MLV is similar; however,

changes of thermodynamic and mechanical parameters of MLV at the phase
transition region are sharper, which evidence on higher cooperativity of
transitions in MLV. Using the ultrasound velocimetry and densitometry
methods, we determined the changes of [u] and jV, values of MLV of
DMPC containing various amount of GS as a function of temperature, and
using Eq. (12) determined the specific apparent adiabatic compressibility,
jK/b0 [40]. The plot of jK/b0 as a function of temperature for MLVs of
different GS content is presented in Fig. 5. The shape of the curves are
similar for relatively low GS content (below 4 mol%) and are in agreement
with previously reported results for pure DMPC unilamellar vesicles [39].
The physical nature of the shape of the plot jK/b0 versus temperature for
unmodified DMPC vesicles was discussed earlier. The shape of this depen-
dence is similar for vesicles modified by GS; however, a more pronounced
decrease of the adiabatic compressibility in the high-temperature region of
the 10 mol% GS sample is evident. From Fig. 5, there is also evidence for
increased adiabatic compressibility at relatively low GS concentrations
(below 10 mol%) since the adiabatic compressibility in the low-temperature
region is still higher than that for pure DMPC; however, it does not
significantly differ from that for 2 mol% GS. In the high-temperature region
(T > 25 �C), adiabatic compressibility for samples containing 10 mol% of
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GS is even lower compared to pure DMPC. This effect might be caused by
the ability of GS to disturb the integrity of the lamellar phase of the lipid
bilayer at higher peptide concentrations [86].

The effect of GS on lipid ordering was a matter of debate in the literature
for some time. Zidovetzki et al. [87] utilized 2H spectroscopy to investigate
the effect of GS on the hydrocarbon chain orientational order profiles of
chain-deuterated DMPCMLVs in the gel and liquid-crystalline states. They
reported no major changes in the gel state, suggesting that GS is excluded
from the gel phase. However, above the Tm, the peptide appeared to
disorder the hydrocarbon chains. The FTIR data [80] clearly show a partial
penetration of GS into the gel phase of DMPC. Susi et al. [88], using Raman
spectroscopy, reported that GS disordered the hydrocarbon chains below
the broadened and reduced gel to liquid-crystalline phase transition but had
no effect at temperatures above the phase transition. In contrast, Katsu et al.
[89], using DPH fluorescence polarization spectroscopy, found no effect
above or below the Tm, whereas Yagi et al. [90], using the same technique,
reported a slight disordering of the liquid-crystalline phase. In contrast,
Mihailescu and Horvath [91], using ESR spectroscopy, reported the exis-
tence of about six molecules of motionally restricted phospholipids (DMPC
or dimyristoylphosphatidylserine-DMPS) associated with each molecule of
GS between 30 and 40 �C. The DSC data [10] show a destabilizing effect of
GS on the gel phase of DMPC as indicated by the concentration dependent
decrease of Tm.
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Figure 5 Plot of apparent specific partial compressibility jK/b0 versus temperature for
aqueous suspension of MLVs of DMPC with different lipid/peptide molar ratios: 1:0
(○), 1:50 (□), 1:25 (■), and 1:10 (d). The arrow indicates the phase transition
temperature (according to Krivanek et al. [40] with permission of Elsevier).
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The results obtained in our work demonstrate that GS at contents up to
10 mol% increases the adiabatic compressibility of vesicles. The membrane
compressibility is closely related to its ordering and to changes in the
hydration of lipid bilayer. This has been shown previously on various planar
and spherical membrane structures of different lipid compositions [5,39,80].
We should, however, note that in our study we prepared liposomes
together with peptide, that is, we studied exclusively the thermodynamic
behavior of lipid bilayers with already incorporated peptide. Therefore, we
suppose that the changes of hydration had no significant effect on mem-
brane thermodynamics in comparison with the effect of peptide on the
structural properties of lipid bilayer. We can therefore conclude that GS
induces a disordering in both the gel and liquid-crystalline state of the lipid
bilayer. The ability of GS to increase the membrane compressibility and to
decrease the phase transition temperature is evidence for regions of distorted
membrane structure around GS molecules.

The ultrasound velocimetry and densitometry have been applied also by
the study of the interaction of short a-helical peptides with lipid bilayers of
LUV composed of phospholipids of various lengths of hydrocarbon chains.
This allowed us to analyze the effect of mismatch between the protein and
the lipid on the mechanical properties of the membrane [41].

Earlier, it has been shown that changes in the thermodynamic properties
of lipid bilayers containing peptide P24, the structural analogue of L24, can
be explained by a mismatch between the hydrophobic part of the peptide
(composed of 24 leucine residues) and hydrophobic part of the lipid bilayer
[63]. As revealed from X-ray diffraction studies of the P24 in PC mem-
branes, the peptide is oriented perpendicular to the lipid bilayer [60]. The
same conclusion holds also from NMR studies of the a-helical peptides of
comparable length and of hydrophobic core composed of leucine or altered
leucine–alanine residues [92]. It is undoubtedly that the presence of polar
lysine residues at both ends of L24 facilitates anchoring of the peptide in the
membrane and prevents the peptides from aggregation due to repulsive
electrostatic forces. However, the lysine residues do not affect the confor-
mation of the polar head groups of phospholipids as revealed from FTIR
[93] and NMR studies [91]. Certain influence on phospholipid head groups
has been observed only for too short (<12 carbons) or too long (>20
carbons) PC [92]. Moreover, the FTIR studies of the C¼O stretching band
of the phospholipids revealed that it has not been affected by P24 or phase
state of the phospholipid. It has been suggested that P24 probably does not
interact significantly with the polar/apolar region of PC bilayers [93].
Therefore, the study of the influence of the P24 or L24 peptides on physical
properties of lipid bilayers was focused on the analysis of hydrophobic
interactions. Based on molecular modeling studies, it has been estimated
that the hydrophobic length of the a-helix composed of 24 leucine residues
is approximately 3.1 nm [63,66]. (Note that this is lower in comparison with

Mechanical Properties of Bilayer Lipid Membranes and Protein–Lipid Interactions 53



routinely calculated end-to-end distance of this a-helical peptide, assuming
0.15 nm projection on a z-axis per amino acid residue [58].) Therefore, by
using PCs with different lengths of the hydrocarbon chains, it is possible to
analyze the influence of L24 on thermodynamic and mechanical properties
of lipid bilayer depending on the hydrophobic thickness of the membrane.
In analogy with a previous study focused on the application of DSC and
FTIR methods [63], we applied ultrasound velocimetry and densimetry to
study the physical properties of LUVs composed of 13:0, 14:0, 15:0, or 16:0
PCs without and with L24 [41]. These saturated phospholipids differ with
length of their hydrophobic chains, which resulted in different hydrophobic
thickness of lipid bilayer, both in the gel and in liquid-crystalline states, as
well as in different temperatures of the main transition. The temperatures of
the main transition, as well as hydrophobic thickness of these phospholipids,
are shown in Table 1. As can be seen from this table, the temperature of the
main phase transition from gel to liquid-crystalline state of the bilayer
increases with increasing the number of carbon atoms in the lipid hydrocar-
bon chain. This is a well-known phenomenon, which is due to increase of
the van der Waals and hydrophobic attractive forces between the chains
with increasing of their length. We can also see that for all PCs listed in
Table 1, the hydrophobic length of the peptide is lower than that for
hydrophobic thickness of the bilayer in the gel state, but longer than
hydrophobic thickness of bilayer in its liquid-crystalline state. Considering
this mismatch between the hydrophobic length of L24 and the hydrophobic
thickness of the lipid bilayer, it is interesting to analyze how this mismatch
will affect the physical properties of the lipid bilayers.

The dependences of [u] value versus temperature for suspensions of
LUVs without and with L24 at mole ratio PC:L24 ¼ 100:1 for all PCs
studied revealed that for the pure PCs, in all cases the plot of [u] versus
temperature has the typical shape with minimum at the temperature of
phase transition of the respective phospholipid and that the shift of the

Table 1 Temperature of the main phase transition and hydrophobic thickness of the
bilayer formed by selected saturated phosphatidylcholines (PCs)

PC Tm
a (�C)

Hydrophobic thicknessa (nm)

Gel phase Liquid-crystalline phase Meanb

13:0 12.8 3.15 2.10 2.63

14:0 23.7 3.42 2.28 2.85

15:0 34.0 3.68 2.45 3.07

16:0 41.5 3.94 2.63 3.29

a Adopted from Refs. [63,94].
b The mean value of the hydrophobic thickness of the gel and liquid-crystalline phases.
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minimum of [u] toward lower temperature exists for LUVs contained L24
except 15:0 PC, for which also the differences between [u] values for LUVs,
without and with L24 are minimal in comparison with other PCs. This
peculiarity probably reflects the fact that the mean hydrophobic thickness of
15:0 PC almost matches the hydrophobic length of L24. This result agrees
well with that obtained earlier by DSC method on the structurally related
peptide P24 with an identical hydrophobic length to L24 [63]. The determi-
nation of specific volume indicated that for LUVs composed of 14:0 and
16:0 PCs, the jV values for LUVs containing peptide are higher than those
for LUVs without peptide. Finally, for LUVs composed of 15:0 PCs, the
differences between values of jV for LUVs with and without peptide are
not significant in either the gel or liquid-crystalline states. Having both [u]
and jV values, we analyzed the effect of peptide on apparent specific
compressibility of liposomes. In general, the apparent specific compressibil-
ity of LUVs contained peptide in a mole ratio PC:L24 ¼ 100:1 was higher
for pure LUVs in both gel and liquid-crystalline states except for 15:0 PC,
for which the differences are small in the gel state and negligible in a liquid-
crystalline state. Thus, on the basis of these results, we can conclude that L24
increases the compressibility of both LUVs andMLVs in the gel state of lipid
bilayers for all PCs studied. The influence of L24 on the compressibility of
vesicles in the liquid-crystalline state is not so clearly expressed, but there is
certainly a tendency to decrease the compressibility for higher peptide
concentration.

The thermodynamical properties of the vesicles with incorporated pep-
tide derived from the study of the specific volume were similar to that
reported earlier on the basis of the application of precise DSC to study of the
influence of the structurally related peptide P24 on the properties of bilayers
of various hydrophobic thicknesses [63]. Namely, in both studies, the
decrease of overall main phase transition temperature and increase of
width of phase transition were observed. The decrease of the phase transi-
tion, as well as decrease of the cooperativity of the gel to liquid-crystalline
phase transition, have been attributed to indirect effect of the presence of
the peptide in a lipid bilayer that act as certain impurities (see also Ref. [95]
for discussion of this phenomenon). In fact, as we mentioned in Sect. 1, the
so-called mattress model of protein–lipid interaction proposed by Mour-
itsen and Bloom [4] predicts the dependence of the shift of phase transition
temperature, DTm, upward or downward of the main transition of pure
phospholipid depending on the degree of mismatch between the hydro-
phobic length of peptide (hp) and the hydrophobic thickness of lipid bilayer
in a gel (hg) and in a fluid (hf) state as well as on the mole ratio between
peptide and phospholipid, xp (see Eq. 1). Thus, according to Eq. (1) and
using the hydrophobic length of L24 and membrane hydrophobic thickness
in the gel and liquid-crystalline states (see Table 1), we could expect the shift
of DTm upward relatively to the main transition for 13:0 and 14:0 PCs,
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almost no effect for 15:0 PC and shift downward for 16:0 PC. Therefore,
when hydrophobic length of the peptide is equal to the mean hydrophobic
thickness of the bilayer, no shift of the Tm is observed. As a matter of fact,
using precise DSC method, it was possible to analyze the influence of
peptide P24 on the main transition for PCs of various lengths of saturated
hydrophobic chains. It has been shown that the behavior of the peptide
containing bilayers does not approximate that of ideal “two-dimensional
solution” and that the peptide induces a two-component DSC of the
membrane. The sharp component with transition temperature Tf has been
attributed to a bulk PC (peptide-poor domains), while broad component
with transition temperature Tb corresponded to peptide-associated phos-
pholipids (peptide-rich domains). The plot DTm ¼ Tb � Tf versus mean
hydrophobic thickness of lipid bilayer was in good agreement with the
mattress model, that is, DTm was shifted upward for PC with C < 15 (C is
the number of carbon atoms in hydrophobic chain of PC) and downward
for C > 15. DTm ¼ 0 for C ¼ 15 (see Ref. [63] for more details). As a
matter of fact, this has been confirmed also in our experiments. Certainly,
the nonzero shift of Tm was observed for all PCs except 15:0, for which
DTm was practically 0. For bilayers composed of 15:0, there were minimal
differences between the values of [u], jV, and jK/b0 without and with L24.

The apparent specific compressibility of lipid bilayer, jK/b0, can be used
for estimation of the influence of the peptide on surrounding lipid bilayer.
The plot of the changes of jK/b0 as a function of L24/DMPCmole ratio for
a gel (T ¼ 16 �C) and liquid-crystalline state (T ¼ 32 �C) of lipid bilayer is
presented on Fig. 6A. We can see that in a gel state, a remarkable increase of
the jK/b0 takes place and saturation occurs already at a mole ratio of 0.02,
while in a liquid-crystalline state only minor changes of jK/b0 were
observed. Thus, the L24 peptides in the gel state of the membrane are able
to change the structural properties of the lipid bilayer that involve around 50
lipid molecules. This number is two times larger than estimation based on
DSC studies [63] and corresponds to approximately two “solvation layers”
of phospholipids around peptide. This higher value may be connected with
the peculiarities of ultrasound velocity methods, which reflects the changes
of the physical properties of the membrane as a whole. On the other hand,
the value of jK/b0 for MLV at higher temperatures (T > 30 �C) when the
bilayer is in a liquid-crystalline state practically does not depend on the
content of the peptide. This suggests that in a liquid-crystalline state, which
is natural conditions of the cell membranes, the peptide is not able to change
mechanical properties of the membrane in a longer distance than those
corresponding to maximum one layer of lipids surrounding the peptide. As
revealed from Fig. 6A, the maximal changes ofDjK/b0 ¼ 0.07. This is much
lower than the changes of jK/b0 due to the phase transition of the bilayer
from gel (G) to liquid-crystalline (LC) state: DjK/b0 ¼ (jK/b0)LC �
(jK/b0)G ¼ 0.47 ml/g.
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The question arises about the nature of the changes of mechanical
properties of the lipid bilayer induced by the L24. At least, two types of
processes could be responsible for this behavior:

1. Incorporation of the peptide disturbs the membrane and this causes the
changes of the mechanical properties, or incorporation of the peptide
affects the mechanical properties of the membrane due to contribution
from its own compressibility, or both the peptide compressibility and its
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Figure 6 (A) Plot of the changes of normalized specific apparent compressibility
(DjK/b0 ¼ jK/b0 � (jK/b0)0, where (jK/b0)0 is the apparent compressibility of vesi-
cles without peptide and jK/b0 those at certain peptide/DMPC mole ratio), as a
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respectively. See legend at the figure. (B) Plot of the apparent specific compressibility as
a function of the mass fraction of the peptide (x) in a gel state of lipid bilayer
(T ¼ 16 �C) obtained experimentally (d) and using Eq. (18) (○). The dashed line is
a sigmoidal fit of experimentally obtained data (see legend) (according to Rybár et al.
[41] with permission of Elsevier).
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disturbing effect are responsible for the changes of the membrane
compressibility.

2. Changes of compressibility are due to changes of vesicle hydration
caused by incorporation of the peptides.

Let us discuss these possibilities.
The apparent molar compressibility of the system, FKS (FKS ¼ b0M

(jK/b0)S, where M is the molecular weight of the solute), involves the
intrinsic compressibility of the lipid bilayer, KL, the peptide KP, and the
compressibility effect of hydration, DKh:

FKS ¼ mLKL þ mPKP þ nh KSh � KS0ð Þ; ð17Þ

where mL and mP are the mole fractions of lipids and proteins, respectively
(mL þ mP ¼ 1); nh is the number of water molecules in hydration shell; and
KSh and KS0 are the partial molar compressibilities of the water in hydration
shell and of the solvent (bulk water), respectively [96]. Equation (17)
describes the apparent specific compressibility of the vesicles and their
components relatively to the distilled water that was used as a solvent.
Because the solvent in the vesicle interior is identical with that outside the
vesicles, its effect on the hydration of the vesicles is symmetrical.

Let us first discuss the possible contribution of the peptide L24 to the
compressibility of the vesicles. The substantial part of the peptide is located
in the hydrophobic part of the membrane. Two positively charged lysines at
each peptide side, however, contact with the surrounding water. We can
therefore expect the contribution to the peptide compressibility from both
the compressibility of its hydrophobic part and the hydrated shell surround-
ing lysines. Our results show that the adiabatic compressibilities of the
vesicles are different in a gel and in a liquid-crystalline state. While in a
gel state the compressibility depends on the concentration of peptide, in a
liquid/crystalline state and at temperature 32 �C, the compressibility of
MLV does not depend on the content of the peptide. However, in the
case of LUV, the compressibility of vesicles depends on the peptide content
also at higher temperatures (30 �C). On the other hand, this dependence is
nonmonotonous, that is, the compressibility of LUV with higher peptide
content is lesser in comparison with lower one. In this respect, the behavior
of MLV and LUV is similar at the temperatures below 30 �C. As it has been
shown by FTIR method, the peptide of similar structure to L24, that is, P24
is rather stable and its structure practically does not change with temperature
in the temperature range studied in this work. Also, the phase transition
from gel to liquid-crystalline state practically does not affect the peptide
structure. We can therefore assume that also the compressibility of the
peptide will not substantially change with temperature at the range of
16–32 �C and following phase transition. To discuss the effect of the
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compressibility of the peptide into the overall compressibility of vesicles, it
is desirable to estimate the value of apparent adiabatic compressibility of the
peptide, (jK/b0)P. For this purpose, we should present the apparent adia-
batic compressibility as follows:

jK=b0 ¼ x jK=b0ð ÞP þ 1� xð Þ jK=b0ð ÞL; ð18Þ

where x is the mass fraction of the peptide in a peptide–lipid mixture
(x ¼ xP/(xP þ xL), where xP is the mass of the peptide and xL that of
the lipid). The plot of the value jK/b0 as a function of mass fraction of
peptide and for a gel state of the bilayer is shown on Fig. 6B. This plot can be
well fitted by sigmoidal function presented by dashed line. According to this
fit, at x ¼ 1, we obtain for (jK/b0)P ¼ 0.74. This is rather high value in
comparison with that for a lipid and with previously reported values for
a-helical polypeptides and globular proteins in water [97]. Certainly, the
apparent specific compressibility of a-helix of polylysine in water is due to
high degree of hydration negative:�0.73 ml/g. The adiabatic compressibil-
ity of globular protein human serum albumin is positive due to more
compact structure that is less exposed to a water and reaches the value of
0.13 ml/g (see also Refs. [98,99]). We should note that so far, the adiabatic
compressibility of peptide in a membrane has not been determined. Consid-
ering the fact that most part of the peptide is in hydrophobic interior of the
membrane and only polar part is exposed to a water and thus hydrated, we
can expect that overall specific compressibility of the peptide should be
positive in analogy with globular proteins. However, taking into account
the structural stability of the peptide with temperature, we can also expect
that this should be rigid structure, at least not softer than the core of the
globular proteins. Therefore, the value obtained above, that is, (jK/
b0)P ¼ 0.74 is likely overestimated. We assume that (jK/b0)P should be
similar or lower than that of globular proteins, that is, lower in comparison
with compressibility of lipid bilayer. Unfortunately, measurement of specific
compressibility of liposomes with higher peptide content is technically
complicated. However, let us use the value (jK/b0)P obtained by fitting
and construct the theoretical dependence jK/b0 as a function of mass
fraction of peptide, x, using Eq. (18) and known value of jK/b, for pure
lipid bilayer (jK/b0)L ¼ 0.63 ml/g. This plot is presented on Fig. 6B. We
can see that the values calculated according to Eq. (18) are much smaller in
comparison with that obtained experimentally. Obviously, for smaller
adiabatic compressibility of peptide (jK/b0)L, the differences between
experimentally and theoretically obtained dependences should be higher.
Therefore, we assume that the increase of apparent adiabatic compressibility
of the vesicles with increased concentration of peptide is caused by disturbing
effect of the peptide on the lipid bilayer and not by the compressibility of the
peptide itself.
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The analysis of the effect of hydration [41] showed that it has negligible
effect on the adiabatic compressibility of the vesicles with incorporated
peptides and is not higher than 2%. We can therefore conclude that the
main contribution to the changes of adiabatic compressibility of vesicles is
due to the disturbing effect of the peptide on surrounding hydrophobic
chains of the phospholipids.

Figure 6A shows also rather interesting phenomena consisting in non-
monotonous changes of the adiabatic compressibility at higher peptide
concentration. This is especially well expressed for a gel state of the bilayer.
We assume that this may be connected with influence of distorted lipid
regions around peptide to each other. Similar phenomenon was observed
earlier on the planar BLMs contained BR. The elasticity modulus of these
membranes increased during illumination of the membrane, that is, due to
conformational changes of bacteriorhodopsin. However, after reaching
certain saturation, the elasticity modulus started to decrease [13]. Thus, at
higher peptide concentration, not only the peptide affects the ordering and
physical properties of the lipid bilayer, but also the distorted lipid layers
around the peptide interact and thus contribute to physical properties of the
membrane.

Thus, we showed that the model integral peptide induces an increase of
the compressibility of lipid bilayer of vesicles in a gel state. This is due to
disturbing effect of the peptide on the ordering of hydrocarbon chains of the
lipids. We suspect that around the peptide, a disturbing part of bilayer arises
that involves at least two molecular layers of phospholipids. The peptide,
however, affects only weakly the compressibility of the membrane in a
liquid-crystalline state.

3.2. Effect of Na,K-ATPase on the Mechanical Properties of
the Lipid Bilayers

In contrast with short peptides [100], the mechanism of interaction between
the Na,K-ATPase and phospholipids has been studied to a lesser extent. The
focus was concentrated on how phospholipid structure and composition affect
the functional properties of the protein, including transport rate, ion binding,
and turnover. A higher transport rate was observed when the ion pumps
were reconstituted in membranes of di(18:1)PC, di(20:1)PC, and di(22:1)
PC, whereas in di(14:1)PC and di(16:1)PC, the enzyme was almost inactive
[101,102]. In certain cases also specific lipids have been found to be an
important factor for functioning the integral protein. For example,
Na,K-ATPase interacts specifically with cardiolipin [103]. ATPase activity
was considerably enhanced in the presence of relatively high amount
of cholesterol (40 mol%) [104]. In this section, we report the results of
investigation of the effect of Na,K-ATPase on the specific volume and
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compressibility of lipid bilayers by means of the ultrasound velocimetry and
densitometry methods.

Na,K-ATPase was prepared from outer medulla of rabbit kidneys using
procedure C described in Ref. [105]. The specific activity of the purified
microsomal preparation was 	2200 mmol Pi per hour and mg protein at
37 �C. Unilamellar liposomes were prepared from cholate-solubilized pro-
tein and lipids (dioleoylphosphatidylcholine-DOPC) by dialysis method
[106] with various protein/lipid molar ratios.

Based on ultrasound velocimetry and densitometry, we determined spe-
cific volume, jV, and the specific apparent compressibility, jK/b0, of pro-
teoliposomes as a function of molar ratio of ATPase/DOPC. These values are
presented in Table 2. It can be seen from this table that with increased content
of ATPase, both specific volume and specific compressibility decrease. The
lower specific volume of proteoliposomes in comparison with unmodified
membranes may indicate a more compact structure of lipid bilayer in the
presence of the ATPase. The behavior of specific compressibility reveals a
higher ordering of the lipid bilayer with increasing contents of protein.
However, also another factors such as compressibility of protein itself and
changes in hydration could contribute to the compressibility changes. There-
fore, all aforementioned factors should be carefully analyzed.

The concentration increment of sound velocity as well as the specific
volume, and consequently, also the compressibility are additive and
integral parameters. This means that if, for example, a protein molecule is
incorporated into the lipid bilayer, the overall specific apparent compressibil-
ity, jK/b0, will be composed of the sum of the three respective components
of the membrane, that is, (1) of the undisturbed lipid bilayer, (jK/b0)L, (2) of
the altered part of the bilayer caused by protein–lipid interactions, (jK/b0)LP,
and (3) of the protein molecule itself, (jK/b0)P. In addition, the contribution
of the hydration shell, (jK/b0)H, to the overall compressibility should also be
taken into account. Therefore, the overall apparent specific compressibility of
proteoliposomes is given by the equation:

Table 2 Properties of the lipid bilayers with incorporated Na,K-ATPase calculated on
the basis of Eq. (21)

Molar ratio

ATPase:lipid jV (ml/g) jK/b0 (ml/g) sL sP NV Nb

0:1 0.999 1.053 1 0 – –

1:52,500 0.980 1.003 0.997 0.0027 23,700 8000

1:5250 0.954 0.942 0.973 0.0272 5120 290

sL and sP is the fraction of the area occupied by lipid and protein, respectively.NV andNb are numbers of
lipid molecules per one molecule ATPase affected by protein calculated according to the specific volume
and intrinsic compressibility changes. The values of jV and jK/b0 were determined at T ¼ 25 �C.
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jK=b0 ¼ jK=b0ð ÞL þ jK=b0ð ÞLP þ jK=b0ð ÞP þ jK=b0ð ÞH: ð19Þ

The hydration term is negative at relatively low temperatures, while the
other terms are positive. Therefore, the overall value of the specific apparent
compressibility could be positive or negative depending on the degree of
hydration and on temperature. For example, at 20 �C, the compressibility of
globular proteins is in the range 0.05–0.15 ml/g, while for more hydrated
fibrillar proteins the values of apparent compressibility are in the range�0.1
to 0.75 ml/g [97]. The value of the overall apparent compressibility is
therefore a sensitive indicator of the structural and conformational state of
the protein. We will therefore analyze the possible contribution of afore-
mentioned terms to the compressibility of proteoliposomes. First, we dis-
cuss the effect related to the decreasing compressibility of proteoliposomes
with the increasing ATPase concentration in the membrane.

We have shown that the coefficient of reduced apparent specific
compressibility decreases with an increasing ATPase/DOPC ratio. This
effect can be related to several processes:

1. Due to considerably smaller compressibility of proteins in comparison
with the compressibility of a lipid bilayer, the decrease of the compress-
ibility will be caused by an increasing number of protein molecules in a
membrane, arising from the additive rule mentioned earlier.

2. Since the ATPase is composed not only from a hydrophobic membrane
domain, but also from hydrophilic, cytosolic part exposed to the
electrolyte, the latter is hydrated, and the decrease of the overall
compressibility can possibly be related also to an increased hydration.

3. The ATPase strongly interacts with surrounding lipids, and as a
consequence, the ordering of the lipid bilayer increases.

The aforementioned possibilities have to be estimated and discussed.
Effect of the compressibility of the protein. The adiabatic compressibility of

proteins depends on the degree of their hydration. For example, at 20 �C,
the compressibility of human serum albumin (globular protein) is approxi-
mately 0.13 ml/g, while the compressibility of fibrillar proteins, for exam-
ple, rabbit myosin, is negative: �0.2 ml/g [97]. In our recent study, we
showed that the reduced apparent specific compressibility of native sarco-
plasmic reticulum isolated from rabbit skeletal muscles which contained Ca-
ATPase was about�0.46 ml/g at 25 �C [107]. Our results evidence that the
value of the apparent adiabatic compressibility for liposomes with even the
highest amount of Na,K-ATPase (molar ratio ATPase/DOPC ¼ 1:5250)
was positive over the whole temperature range studied (10–38 �C) [108].
This suggests that the structure of the Na,K-ATPase is rather compact and
that the surface of hydration shell is lower compared to Ca-ATPase. Let us
assume that the compressibility of the liposomes is composed of two parts:
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lipid bilayer and the protein. Then, the overall normalized apparent specific
compressibility, jK/b0, will be given by equation [5]:

jK=b0 ¼ s jK=b0ð ÞL þ 1� sð Þ jK=b0ð ÞP; ð20Þ

where (jK/b0)L and (jK/b0)P are the normalized apparent specific compres-
sibilities of the lipid bilayer and the protein, respectively; s is the relative area
occupied by the lipid bilayer; and 1 � s that of the protein. The cross-
sectional area of Na,K-ATPase estimated on the basis of electronmicroscopy
is approximately 48.7 nm2 [109]. The area, SL, occupied by one phospho-
lipid molecule in a liquid-crystalline state is approximately 0.7 nm2 [110].
Then, for the molar ratio ATPase/DOPC ¼ 1:5250, the relative area occu-
pied by lipids will be s ¼ 1 � 2mSP/SL ¼ 1 � 2 � (1/5250)(48.7/
0.7) ¼ 0.973, where m is the molar fraction of ATPase:lipid; SL and SP are
the area occupied by lipid and protein, respectively; and the coefficient 2 is
due to the pair of the phospholipids in a bilayer. The relative area occupied
by protein is 1 � s ¼ 0.027. Using Eq. (20) and the measured value of
(jK/b0)L ¼ 1.12 ml/g (at T ¼ 38 �C [108]), it is possible to estimate the
apparent adiabatic compressibility of the protein; applying a value of
(jK/b0) ¼ 0.986 ml/g at this temperature, one obtains from Eq. (20)
(jK/b0)P ¼ �3.84 ml/g. Thus, the compressibility of the protein could
explain the decrease of the overall compressibility of the liposomes with an
increased number of protein molecules. The estimated value of (jK/b0)P is,
however, negative and considerably lower than the compressibility of the
fibrillar and globular proteins investigated so far [97]. The Na,K-ATPase is
composed of two subunits. The a-subunit (	113 kDa) binds ATP, and
sodium and potassium ions, and it contains the phosphorylation site.
The smaller b-subunit, a glycoprotein (	35 kDa) has yet unknown
functional properties but it is necessary for enzyme functioning [111]. The
substantial part of the Na,K-ATPase is anchored in hydrophobic part of the
membrane. Therefore, it could be expected that the value (jK/b0)P should
be positive like that for globular proteins [97,98]. Thus, it seems to be
unlikely that the observed changes of apparent specific compressibility are
related exclusively to that of the proteins, but rather to the compressibility
of proteolipid complexes.

Effect of hydration. The decrease of the reduced apparent specific com-
pressibility with an increasing concentration of the Na,K-ATPase could be
related to an increase of the hydration of the liposomes. However, this effect
was observed not only at relatively low temperatures at which the hydration
shell is highly ordered (and its compressibility is lower in comparison with
unbounded water molecules), but also at higher temperatures (T ¼ 38 �C),
at which the compressibility of the hydration shell is comparable with the
compressibility of surrounding water molecules. This is true at least for
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zwitterionic phospholipids such as DPPC or DOPC [14]. We assume,
therefore, that a hydration effect is not predominant in the observed changes
of the apparent specific compressibility of the proteoliposomes.

Effect of protein–lipid interactions. The changes of the reduced apparent
specific compressibility of the liposomes (0.093–0.14 ml/g), which were
induced by the Na,K-ATPase at its highest concentration (molar ratio
ATPase/DOPC ¼ 1:5250), are comparable with changes of that of lipo-
somes during the phase transition of phospholipids [19,112]. Therefore, the
observed changes could be explained by an influence of the enzyme on the
structural state of the surrounding phospholipid molecules. Probably, due to
interactions between the hydrophobic side of the membrane domain of the
Na,K-ATPase and the hydrocarbon chains of the phospholipids, the lipid
bilayer becomes more ordered, which is reflected by the decrease of
compressibility.

Let us make estimations of the number of lipid molecules whose struc-
tural state may be affected by ATPase. This estimation can be based on
either the changes in specific volume or apparent specific compressibility.
First, we consider the changes of specific volume. As it is seen from Table 2,
the specific volume of the lipids decreases with increased ATPase concen-
trations. Let Q be any specific physical property (normalized per mass) of a
flat lipid membrane containing protein (i.e., specific volume or compress-
ibility). Then, in analogy to Eq. (20), the following equation is approxi-
mately valid if the protein has the same thickness as the lipid bilayer:

Q ¼ sQL þ 1� sð ÞQP; ð21Þ

where s and (1 � s) is the surface fraction occupied by lipid and protein,
respectively; QL is the average property of the lipid affected by protein; and
QP is the property of the protein. The number of lipid molecules affected by
ATPase can be calculated on the basis of specific volume changes as follows.
LetQ be the specific volume, then according to Eq. (21), the average specific
volume of the lipid affected by protein is QL ¼ [Q � (1 � s)QP]/s, where
QP 
 0.73 ml/g is the specific volume for most proteins [113]. Thus,
corresponding QL values are 0.981 ml/g and 0.960 ml/g for molar ratios of
ATPase:lipid 1:52,500 and 1:5250, respectively. These values are less than
those for pure lipid (0.999 ml/g). Therefore, the average volume of lipid is
reduced by 1.8% and 3.9%, respectively, for above given molar ratios of
ATPase:lipid. These changes are comparable with that caused by phase
transition of lipids from fluid to solid state which are approximately 4%
[110]. If we assume that a portion of lipids indeed undergoes transition to
solid state, then we can calculate the number of such lipid molecules NV

¼ 52,500 � 1.8/4 ¼ 23,700 and NV ¼ 5250 � 3.9/4 ¼ 5120 for molar
ratios ATPase:lipid 1:52,500 and 1:5250, respectively (see Table 2).
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The coefficient 4 corresponds to the aforementionedmaximal changes of the
specific volume of phospholipids at phase transition. If we assume, similarly
to the findings for the Ca-ATPase, that only one layer of annular phospho-
lipids exists around the Na,K-ATPase, then approximately 79 annular lipids
surround the protein in a lipid bilayer, assuming a cross-sectional area of
48.7 nm2 [109]. Thus, the obtained values exceed 64–300 times the number
of the closest neighbors of a protein molecule.

Similar calculations can be performed also based on the changes of
specific apparent compressibility. The intrinsic compressibility of most of
the proteins is in the range of 0.2–0.55 ml/g [97,98]. Considering that the
relative changes of intrinsic compressibility of lipid bilayer are Db/b ¼
� 0.30 at the transition from fluid to solid state [39,112] and performing
calculations in analogy to that for specific volume, the average number of
lipid molecules that undergo a transition to the solid state due to the
presence of ATPase will be Nb ¼ 8000 and 290 for molar ratios ATPase:
lipid 1:52,500 and 1:5250, respectively (see Table 2). Thus, the obtained
values exceed 3.7–100 times of the number of annular lipids around one
ATPase molecule. These analyses indicate that the ATPase affects the
physical properties of a substantially higher number of lipid molecules
than that of lipid annulus.

This conclusion is supported also by the fact that the applied method to
study liposome compressibility is a macroscopic one, that is, it does not
reflect local effects or the contribution of small structural changes of the
bilayer. Considering that the average diameter of unilamellar liposomes
used in this study is about 100 nm [106], approximately 17 molecules of
ATPase are incorporated in one liposome at a molar ratio ATPase/DOPC
¼ 1:5250, and the proteolipid complexes composed of an ATPase and its
annular lipids occupy only 4% of the whole liposome surface. So far
performed studies indicate, however, that the detected changes of mechan-
ical properties of the membranes were significant only when at least 10% of
the membrane area were occupied by an altered structure [5]. Moreover, in
this study, the changes of apparent specific compressibility were observed
even at rather low ATPase/DOPC ratio, that is, at 1:175,000. In this case,
not more than one ATPase molecule per liposome is expected in the
average, and the proteolipid complexes represent only 0.2% of the liposome
area. Similar results were reported earlier for the proteoliposomes contain-
ing bacteriorhodopsin [14] (see Sect. 1). Therefore, the assumption of the
existence of altered membrane regions considerably larger than those
created by the ATPases and their annular lipids seems to be realistic.

However, aforementioned assumption on the rigidization of DOPC
molecules induced by ATPase is in contradiction with the current theories
of the phase transition in a lipid membrane. Certainly, if we assume that
ATPase induced transition of lipids into the solid state, then the correlation
length should be approximately 100 diameters of lipid molecules. Such a
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long correlation seems to be impossible at the experimental condition used
in our work. As a matter of fact, such a great correlation length could be
observed only in immediate vicinity to the phase transition temperature
(which is �20 �C for the DOPC). As soon as temperature increases, the
correlation length is sharply reduced and reaches one to two lipid molecules
at temperatures several degrees away from the transition point. This behav-
ior of lipid system is well known from both experimental (calorimetry) and
theoretical (Monte Carlo simulation) studies published by many authors
(see, e.g., Refs. [114,115]). The temperature at which our experiments
were performed exceeds the transition point by 30–60 �C.

The question, however, arises why so enormous changes are induced by
ATPase and what is the physical mechanisms of this process. Considering
the highly accurate determination of specific volume and apparent specific
compressibility, we believe that the calculated changes really characterize
the system studied. Nevertheless, rather large number molecules of lipids
involved in the interaction with Na,K-ATPase are amazing. We are report-
ing our observation as an interesting experimental phenomenon whose
physical mechanism remains unclear for us. It is unlikely that ATPase is
able to induce rigidization of DOPC molecules at the temperature substan-
tially surpassing the phase transition of this lipid. Therefore, there should be
another physical mechanisms that may explain the observed phenomena.
We let this mechanism to be a matter of further studies.
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active ion transport in lipid vesicles containing reconstituted Na,K-ATPase,
J. Membr. Biol. 85 (1985) 49–63.

[107] S. Kresak, P. Rybar, A.M. Rubtsov, O.D. Lopina, H.-J. Apell, M. Roudna, et al.,
The compressibility of Ca-ATPase–lipid complexes in native sarcoplasmic reticulum
in the presence of ATP (2011) (in preparation).
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Abstract

Human red blood cells (RBCs) lack the actin–myosin–microtubule cytoskeleton

that is responsible for shape changes in other cells. Nevertheless, they can

display highly dynamic local deformations in response to external perturbations,
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such as those that occur during the process of apical alignment preceding

merozoite invasion in malaria. Moreover, after lysis in divalent cation-free

media, the isolated membranes of ruptured ghosts show spontaneous inside-

out curling motions at the free edges of the lytic hole, leading to inside-out

vesiculation. The molecular mechanisms that drive these rapid shape changes

are unknown. Here, we propose a molecular model in which the spectrin fila-

ments of the RBC cortical cytoskeleton control the sign and dynamics of mem-

brane curvature depending on two types of spectrin filaments. Type I spectrin

filaments that are grafted at one end, or at both ends but not connected to the

rest of the cytoskeleton, induce a concave spontaneous curvature. Type II

spectrin filaments that are grafted at both ends to the cytoskeleton induce a

local convex spontaneous curvature. Computer simulations of the model reveal

that curling, as experimentally observed, can be obtained either by an overall

excess of type I filaments throughout the cell, or by the flux of such filaments

toward the curling edges. Divalent cations have been shown to arrest the curling

process and Ca2þ ions have also been implicated in local membrane deforma-

tions during merozoite invasion. These effects can be replicated in our model by

attributing the divalent cation effects to increased filament membrane binding.

This process converts the curl-inducing loose filaments into fully bound fila-

ments that arrest curling. The same basic mechanism can be shown to account

for Ca2þ-induced local and dynamic membrane deformations in intact RBCs. The

implications of these results in terms of RBC membrane dynamics under physio-

logical, pathological, and experimental conditions are discussed.

1. Curling of Red Blood Cell Shape

The cortical cytoskeleton of red blood cells (RBCs) is a two-dimen-
sional network of spectrin filaments attached to the internal domain of
integral membrane proteins through a variety of intermediate protein
links [1]. Under physiological conditions, the spectrin network plays a
crucial role in maintaining the normal biconcave shape of the RBC,
which allows RBCs to deform and pass through narrow capillaries in the
microcirculation. Spectrin network is also essential to stabilize the spiculated
RBC shape [2–5]. A dramatic example of cytoskeleton-driven local
dynamic membrane shape changes is that documented during the process
of spontaneous inside-out membrane curling and eventual vesiculation
following cell lysis [6,7]. The unique feature of this process, which makes
it an ideal system for studying the molecular mechanism that drives the local
shape dynamics of the RBC membrane, is that it operates in a total absence
of cytosolic components and external sources of energy, in distilled water
media with no divalent cations, and only a trace of a proton buffer. After
lysis is completed, the membrane at the free edge of the lytic hole is observed
to curl outward in a process that takes several seconds at 37 �C [6]. Our basic

74 D. Kabaso et al.



assumption in this study is that the spontaneous curvature of the cell mem-
brane is determined by the anchoring of the spectrin filaments, and therefore
connects the molecular (tens of nanometers) and the cellular (several micro-
meters) length scales. Our model explains how the cortical cytoskeleton can
control membrane conformations locally or globally. The model is applied to
investigate the curling of isolated RBC membranes and the potential role
of Ca2þ in arresting curling and mediating localized dynamic membrane
deformations in intact RBCs.

2. Cytoskeleton-Induced Membrane Curvature

Curling and subsequent vesiculation of the membrane at the lytic hole
have been suggested to correlate with the presence of the spectrin cytoskel-
eton at the inner membrane surface [6]. After vesiculation is complete, the
spectrin actin cytoskeleton detaches and all spontaneous membrane motion
ceases [8,9]. The curling phenomenon is not unique to RBCs; images of
curled open membranes have been observed in membrane preparations
from yeast and other mammalian cells under different experimental condi-
tions [10], suggesting that cortical cytoskeleton components of eukaryotic
cells can generate and sustain similar open membrane configurations. Under
most experimental conditions, however, a lytic hole in any cell or in a
protein-free synthetic lipid bilayer rapidly reseals [6,9,11,12]. In the case of
RBCs, the free edge eventually fuses to form cylindrical and spherical
multilayered vesicles [6]. Any source of spontaneous curvature in the
membranes [13–18] will induce the observed curling, as we demonstrate
in our simulations below. The experimental evidence in favor of this
curvature being induced by the spectrin cytoskeleton is based on the
following points: As long as the spontaneous curling of the free edges
proceeds, there will be no release of spectrin–actin to the medium. Spec-
trin–actin is suddenly released only after vesiculation is completed and the
vesicles display retention of sealing markers [9]. In addition, the spectrin
filaments are adsorbed only on the inner side of the membrane and this
asymmetry is maintained throughout the curling process (see Fig. 2B).
Divalent cations arrest the curling process at any intermediate stage of the
vesiculation process and also block spectrin–actin release [9]. Lysing of red
cells in media with higher ionic strength and osmolality than used for
spontaneous vesiculation (1–2 mM Na HEPES, pH 7.5, 0.1 mM EDTA)
allows for slow spectrin–actin dissociation with minimal or no spontaneous
vesiculation [1,8,20,21]. Under these conditions, the membrane has the
appearance of a giant liposome with invisible opening, devoid of any
spontaneous motion, and vesiculation of such spectrin-free liposomes can
only be induced by the application of vigorous shearing forces [21].
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Collectively, this evidence documents a strong association of spectrin–actin
with curls and motion. Although it does not directly demonstrate that
spectrin filaments drive the curling, it shows that the physical properties of
the spectrin–actin-free membrane are not compatible with the detectable
spontaneous curling motion.

The spectrin filaments of the cytoskeleton are mostly in the form of
tetramers that form a triangular network, with the ends of the tetramers
connected to the membrane through actin–band 4 complexes (the vertices
of the network). Additionally, the tetramers are randomly anchored to the
membrane at their midpoints by ankyrin–band 3 complexes. For simplicity,
we neglect the ankyrin anchor complexes and treat the spectrin tetramers as
single filaments that can be anchored with only one end attached (type I) or
with both ends attached (type II; Fig. 1). Dynamic dissociation and rebind-
ing have been proposed to explain membrane fluctuations and remodeling
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Figure 1 Schematic picture of the spontaneous curvature of the two types of spectrin
filaments on the RBC membrane (adapted from Ref. [19]). (A) Type I spectrin
filaments that are grafted at one end (left), or at both ends but not connected to the
stretched network, induce a concave spontaneous curvature of radius R1 (Rg is the
radius of gyration of the filament). (B) Type II spectrin filaments that are grafted at both
ends and are part of the connected stretched network that spans the RBC membranes
inner surface (L is the separation between anchoring complexes) induce a local convex
spontaneous curvature of radius R2. An illustration of type I (C) and type II (D)
filaments as part of a triangular network in which each edge represents a spectrin
tetramer that can be connected to the membrane through actin–band 4 complexes
(black circles) and can be further connected to the membrane through band 3 com-
plexes (gray circles) is shown. In (C), the spectrin tetramers are anchored to membrane
complexes only at one end (type I), whereas in (D) the spectrin tetramers are anchored
at both ends and are part of the stretched network (type II). (E) Schematic illustration of
the curling RBC ghost, which has a cylindrical symmetry, and the thin-strip approxi-
mation (F) that is used in our calculation. The strip has width w and a contour defined by
the coordinate s, and the forces act everywhere along the local normal n!.
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of the membrane after the solid-to-fluid transition of a cytoskeletal network
[22,23]. Types I and II may be considered symbolic representations for
alternative configurations of cytoskeletal components whose interplay can
control dynamic changes in membrane curvature. This is the essential
mechanistic content of our model. It has been shown both experimentally
[24–27] and theoretically [28–30] that a polymer anchored with one end to
a lipid bilayer, corresponding to type I spectrin filaments, exerts an entropic
pressure such that the membrane curves away from the filament (defined
here as a concave local shape with the normal pointing outward from the
cell). The thermal fluctuations of the filaments are the source of this pressure
and their configuration space is confined by the bounding membrane. This
configuration space, and therefore the entropy, increases if the membrane
bends away from the type I spectrin filament, thereby allowing more
degrees of freedom for the filaments to explore different. The filament
pulls the membrane at its anchor and pushes everywhere else. For a mem-
brane patch of size pRg

2, where the radius of gyration of the spectrin
tetramer is Rg ¼ 13 nm [31] and a membrane bending rigidity k ¼ 10kBT,
we estimate the induced curvature radius [32] to beR1 ¼ 0.1–1 mm for type
I filaments (depending on the spectrin density and anchoring topology; see
Fig. 1A). Type II filaments within the intact cytoskeleton network act as
stretched entropic springs that locally curve the membrane toward the
filament (defined here as a convex shape), as shown in Fig. 1. The finite
distance between the spectrin cytoskeleton and the lipid bilayer [33], and
the stretched spectrin bonds [34], determines the curvature imposed by the
entropic pressure of type II filaments. Since in a disrupted network the
anchor distance is unknown, we estimate the entropic effect of the filaments
on the membrane curvature to be similar for both types of filaments, but
with opposite sign, that is, R2 ¼ �R1 0.1 mm (Fig. 1B).

The curvature induced by the spectrin network has been calculated on
the length scale of spectrin mesh size [31], as well as on larger scales [35], and
several experiments have demonstrated that anchored polymers can indeed
produce a spontaneous curvature of such magnitude [26,27]. Based on these
results, we developed a model to explain the membrane dynamics observed
in the processes of curling and apical alignment. The basic assumption is that
the variation in the concentrations of both types of membrane filaments
controls the local membrane curvature in space and time (Fig. 2). Although
we explicitly describe membrane dynamics in terms of type I and type II
spectrin filaments in our model, the model will also apply when curvature is
induced by membrane proteins other than spectrin. Divalent ions, such as
Ca2þ, have been shown experimentally [9,36–38] to induce a stronger
binding of the spectrin filaments to the membrane through their anchoring
complexes. Therefore, we could translate the effect of divalent cations in the
model as inducing a larger equilibrium fraction of type II filaments over type
I filaments.
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3. The Model for Curling of RBCs

In our model, the densities of both types of spectrin filaments control
the membrane curvature (Figs. 1 and 2). We use a continuum model to
compute the shape deformation of the membrane and the density

X

A

0.25mm

1mm

Out

Out

In

In

B C

Figure 2 Schematic picture of our model (adapted from Ref. [19]). The connected
network of filaments of convex spontaneous curvature (type II) is slowly shrinking and
releasing its tension (dashed arrows), slowly squeezing out the type I filaments that have
concave spontaneous curvature and migrate (solid arrows) to the curling lip at the open
hole. Another mechanism is that rupture of the membrane during hole formation and
the consequent curling process convert type II filaments to type I filaments, thereby
increasing the overall excess density of type I filaments at the tips and throughout the
ghost membrane. These mechanisms are proposed to explain the experimental patterns
(A) [6]. In the circled inset is a representation of a type I filament at the hole rim, with
lipids as black ovals and transmembrane anchor in gray. The pore edge can be stabilized
by curved proteins that are denoted by an open gray shape. The asymmetry between the
inner and outer faces of the membrane is maintained because filaments cannot diffuse
through the rim to the outer side, and indeed filaments are seen only on the inner side of
the membrane throughout the curling process (B). The time period of the curling
process is within seconds of membrane rupture [6].
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distribution of the two types of filaments. The filament densities are treated as
continuum variables, which are the averaged (coarse-grained) values of the
discrete distribution of the real filaments. Although we explicitly use type I
and type II spectrin filaments as the origin of the curvature, the model also
applies when the curvature is induced by membrane proteins other than
spectrin, such as curved integral proteins [13,39]. The bending effect of the
filaments is treated here with a coarse-grained approach, ignoring the fine-
scale wavy nature of the membrane shape due to the anchored filaments
[28,31]. The average spontaneous curvature of themembrane is thus induced
by the field of filaments. In a dilute regime, where excluded-volume inter-
actions among the filaments are weak, this approach allows us to treat the
induced curvature of the two types of filaments in a simple additive manner
[40] in the equation for themembrane bending energy (Eq. 1). There are two
possible ways to simplify the calculation (1) assume that the membrane
deformation and filament distribution are cylindrically symmetric and (2)
consider a thin strip of membrane (of width w) that is curved only along its
length (while flat along the direction of the strip width—translational sym-
metry). We followed the second strategy. The Hamiltonian describing the
free energy, E, is given by the standard Helfrich-type form [41]:

E ¼ 1

2
kw
ð

@2r

@s2
�H1n1 �H2n2

� �2

ds; ð1Þ

where s is the coordinate along the contour; n1 and n2 are the relative
densities of the two types of filaments, normalized by the saturating (maxi-
mal) packing density of the filaments nsat; k is the bending rigidity modulus;
and H1 ¼ 1/R1 and H2 ¼ 1/R2 are the two spontaneous curvatures asso-
ciated with type I and type II filaments, respectively, so that the overall
spontaneous curvature induced by the spectrin filaments is n1H1 þ n2H2.
This force arises from the mismatch between the local membrane curvature
and the local value of the spontaneous curvature (due to the filaments),
which drives the membrane to bend so as to reduce the mismatch. Using
this free energy, we can now derive the equations of motion for the
membrane shape and filament distribution.

Using the calculus of variation (see Supporting Material, Part S1), we
derive the following force acting on the membrane in the normal direction,
due to the instantaneous distributions of type I and type II filaments:

Fn ¼ k
@y

@s

@4x

@s4
� @x

@s

@4y

@s4

 !
þH1

2

@2n1

@s2
þH2

2

@2n2

@s2

 

þ n1H1 þ n2H2ð Þ2 H
2
� 3

2
H3

!
;

ð2Þ
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where the membrane curvature is H ¼ @x/@s(@2y/@s2) � @y/@s(@2x/@s2)
(see Supporting Material for the derivation). This force arises from the
mismatch between the local membrane curvature and the local value of
the spontaneous curvature, which drives the membrane to bend so as to
reduce the mismatch. The variation leading to Eq. (2) is a one-dimensional
version of the more general expressions derived earlier [42,43]. These
expressions recover the familiar form for small undulations of a flat mem-
brane in the Monge gauge. Note that whereas most previous works dealt
with the stationary shapes of membranes [42–44], here we are solving the
dynamics of the membrane shape deformations. Below, we show that the
dynamics is nontrivial; for example, a membrane with a uniform spontane-
ous curvature is shown to curl from its free edges inward. Details of the
simulation techniques are given in the Supporting Material, and here we
mention just the main properties. In addition to the curvature-driven forces
given by Eq. (2), there are two more forces that act on the membrane in our
simulations (1) the stiff harmonic-spring interaction between the nodes
along the membrane maintains a constant overall length of membrane
strip and (2) an artificial short-range repulsion prevents the membrane
from overlapping on itself. The sum of these forces acting on the membrane
is then used in the equation of motion of the membrane, which is written in
the limit of local hydrodynamic interactions [45]:

Vn ¼ Fnx; ð3Þ

where Vn is the normal velocity of the membrane and x is the effective
friction coefficient that takes into account the viscous drag exerted by the
fluid that surrounds the membrane locally (this is a simplified form of the
Oseen tensor in the limit of only short-range hydrodynamic interactions).
The full solution of this system, including the hydrodynamic flows around
the curling membrane, awaits a future study. Finally, since we work in
translational symmetry, the free edges of the membrane strip (the endpoints
of our one-dimensional contour) correspond to the membrane edge along
the hole in the real ghost. The hole radius and edge length are thus
meaningless, and their energy contribution (line tension) is therefore con-
stant. In the real situation, the hole starts from some minimal radius size,
which has a large distribution. Nevertheless, the curling process is observed
experimentally [6] to proceed without any correlation to the radius of the
hole; it is observed to be identical along the edges of both small holes of
radius R � 0.5 mm and large holes of R � 10 mm (Fig. 2C). We therefore
decided to investigate the curling process independently of the issue of hole
edge length, as is inherent to our choice of translational symmetry (Support-
ing Material, Part S2.4). The weak effective line tension observed in the
RBC ghosts [6] may arise due to the stabilization of the pore edge by curved
membrane proteins (Fig. 2A, inset). The simulations presented here using
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translational symmetry are reasonably accurate as long as the hole radius is
much larger than the radius of curvature induced by the filaments, that is,
R � 0.1 mm. The boundary conditions at the two free endpoints of the
membrane (on both sides of the hole) were set, so that the membrane at the
edges would have the curvature imposed by the local filament density
(Supporting Material, Part S2.3). The filaments diffuse in the membrane,
with conservation of the total number of filaments for each type. For
simplicity, we do not allow spontaneous filament-type interconversion
although this can easily be added. The membrane conformation acts as a
potential landscape in which the two different types of filaments flow. The
resulting fluxes of filaments are given in the Supporting Material.

4. Numerical Simulations

4.1. Effects of Filament Type and Density on
Membrane Curling Pattern

To isolate the effect of filament types and densities on the membrane
dynamics, we ran simulations with only one type of filament (i.e., type I
or type II). The filaments in this set of simulations had negligible filament
mobility (nsat ¼ 1000 mm�2; L/nsat ¼ 1 � 10�5 g s�1, where L is the
filament mobility in the membrane). Figure 3A and B shows snapshots of
simulations with type II filaments at low and high relative densities. Curling
at the free edges is inward, with an outside-in topology (a pattern that has
been observed in a synthetic vesicle system [46] but never observed experi-
mentally in RBCs), and the radius of the curled membrane is 0.25 mm and
0.1 mm for the initial relative filament densities of 0.4 and 1, respectively.
Note that the curling process starts at the ends of the strip in our simulations,
as observed experimentally [6]. This is because the curvature forces are
mostly balanced within the bulk of the membrane, leaving the free edge as
the only location of unbalanced forces. Mathematically, this can be seen
from Eq. (2): For a uniform distribution of one type of filament, the force
due to the filaments comes only from the fourth term on the right-hand
side. This term is proportional to the membrane curvature, which is initially
low everywhere (radius of the ghost membrane) except at the free ends,
where the local curvature is defined by the spontaneous curvature of the
filaments there (Part S2.3, Eq. S22 of the Supporting Material). The forces
at the free ends are therefore dominant and drive the curling from the edges
inward.

In Fig. 3C and D, we show the analogous results for type I filaments.
Here, we find the same curvature radii of 0.25 and 0.1 mm, but curling is
outward, with an inside-out topology. This agrees with the curling
observed in the RBC and was also observed in the curling synthetic vesicle
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system [46]. After 30 s, the membrane has curled three turns for simulations
with high filament density, whereas not even a single turn was completed in
the simulations at low density. If the simulation in Fig. 3C is allowed to run
over a much longer time (90 min), we get curling with more than one turn
of the membrane and an even greater radius of curvature (�0.2 mm). This
greater radius of curvature is due to the flux of filaments toward the edges
(results not shown). The high-density case matches the experimentally
observed radius of the innermost curl (0.1 mm; Fig. 3D). Note that
excluded-volume repulsive forces generate the spiral pattern such that
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Figure 3 Effects of filament types and densities on the membrane dynamics (adapted
from Ref. [19]). The two top panels (A) and (B) describe cases of type II filaments at
low and high densities, within 30 s. The curvature sign is positive (H2 ¼ 10 mm�1), and
as a result the curling is inward. The two bottom panels (C) and (D) describe cases of
type I filaments at low and high densities. The curvature sign is negative
(H1 ¼ �10 mm�1), and as a result the observed curling is outward. In all cases, the
mobility of the filaments was quite low (nsat ¼ 1000 mm�2; L/nsat ¼ 1 � 10�5 g s�1).
The insets at the top of each panel describe the final distribution of the filaments. Since
the mobility is low, the final distribution has small fluctuations around the initial
uniform spatial distribution. In each panel, the dotted line describes the initial mem-
brane shape of a circle with a hole, the dashed line describes an intermediate time, and
the solid line describes the final shape within a time period of 30 s.
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only the innermost part of the membrane achieves the desired curvature and
the rest of the membrane spirals around it with an ever larger radius of
curvature. These results show that only the simulations with a high density
of type I filaments in the ruptured ghost render the experimentally observed
curling pattern of the membrane (Fig. 3D). For a good experimental fit,
>90% of the filaments should be of type I. This suggests that lytic rupture in
the unique conditions that trigger spontaneous inside-out vesiculation
explosively redistributes the filament distribution from a prelytic state with
comparable proportions of type I and type II filaments to a >90% type I
filament excess. Excesses of smaller magnitude would lengthen the curling
process and reduce the curvature, and this may also account for some of the
experimentally observed variability. Note that the membranes in the
experiments evolved further beyond the curling process, by means of a
series of cutting–splicing events, so that the curled part of the ghost is finally
dashed up into small vesicles [6,7]. These vesicles satisfy the minimum
curvature energy requirement as dictated by the density of type I filaments
adsorbed on the external surface of the membrane. This step cannot be
captured by our simplified calculation using only a thin strip of membrane.

4.2. Effects of the Initial Filament Distribution on the
Membrane Curling Pattern

During rupture of the RBC, a higher proportion of type I filaments might
be produced close to the lytic hole due to mechanical disruption of the
spectrin network. To evaluate the effect of an inhomogeneous initial
distribution of the filaments on the membrane dynamics, we ran simulations
with asymmetric distributions for both types of filaments. In addition, the
diffusion of spectrin filaments with high mobility (nsat ¼ 100 mm�2;
L/nsat ¼ 1 � 10�4 g s�1) was included. The initial distributions had an
excess of type I filaments at the free edges, with the excess decaying as a
Gaussian from the edges to the middle. We varied the gradient of the
filament density by changing the width of the Gaussian distribution. Far
from the edges, we assumed that the two types of filaments have equal
concentration, as in an intact RBC. The distribution of type I at the edge
was set to a density of 0.7 or 0.83 (i.e., an excess amplitude of d ¼ 0.2 or
d ¼ 0.33, respectively), decaying to a base level of 0.5 with a variance of
either s ¼ 1 mm2 or s ¼ 6 mm2. The excess of type I filaments results from
the detachment of type II filaments, so that an excess of one type occurs
at the expense of the other type (conservation of total number of filaments).
In Fig. 4, we show the results for different amplitudes and widths of the
initial density variation. After 30 s of simulation, the results show that when
the amplitude of the normal distribution is d ¼ 0.33 filaments mm�1,
s ¼ 1 mm2 or d ¼ 0.33 filaments mm�1, s ¼ 6 mm2, the edges deform
by half a turn and one complete turn, respectively. We observe that as the
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membrane edge curls, this curvature attracts type I filaments, whereas type
II filaments are repelled from this region (see distributions of filaments in the
insets). We conclude that if the mobility of the filaments is large enough to
respond to the membrane curvature with a large flux, as shown in Fig. 4D,

0 2 4 6
0

0.2

0.4

0.6

0.8

1

0 2 4 6
0

0.2

0.4

0.6

0.8

1

2 4 6
0

0.2

0.4

0.6

0.8

1

0 2 4 6
0

0.2

0.4

0.6

0.8

1

BA

DC

–1 –0.5 0 0.5 1
–1

–0.5

0

0.5

1 s (mm) s (mm)

s (mm) s (mm)

Y
 (

mm
)

X (mm)

–1 –0.5 0 0.5 1

X (mm)

–1

–0.5

0

0.5

1

Y
 (

m
m

)

d = 0.33  s = 6 mm2 d = 0.33  s = 1 mm2 

n 1
, n

2

0

d = 0.2 s = 1 mm2 d = 0.2  s = 6 mm2 

n 1
, n

2

n 1, n
2

n 1
, n

2

Figure 4 Effects of the spatial distribution of type I and type II filaments on membrane
dynamics (adapted from Ref. [19]). The initial distribution has an excess of type I
filaments localized at the edges of the hole, with a normal distribution of amplitude (d)
such that the density of the filaments at the edges is 0.35 � d (for type I and type II,
respectively). The top and bottom rows are for d ¼ 0.2 (mm�1) and d ¼ 0.33 (mm�1),
and the left and right columns are for s ¼ 1 (mm2) and s ¼ 6 (mm2), respectively. The
mobility of the filaments is quite high (nsat ¼ 100 mm�2; L/nsat ¼ 1 � 10�4 g s�1) in
comparison to the low mobility in Fig. 3. Note that for the case of d ¼ 0.2 (mm�1), this
amplitude was not sufficient to curl the membrane within the given time frame of 30 s
(A, B). In addition, the case of high amplitude and low variance is not sufficient to form
a complete curl. Finally, the case of high amplitude d ¼ 0.33 (mm�1) and high variance
s ¼ 6 (mm2) yields a single curl within 30 s. Note that the larger variance creates a
larger pool from which to attract more type I filaments toward the edges (D). In each
inset, the dotted lines are the initial distribution of filaments, the dashed line is the
distribution of type II filaments, and the solid line is the distribution of type I filaments.
In the inset of (D), note the large flux of filament type I toward the edges.
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then a relatively moderate excess of type I over type II filaments at the edges
of the hole is sufficient to curl the free edges of RBCs to the extent seen in
the experiments. If the excess at the edges is too small (Fig. 4A–C), we find
that the resultant membrane curling is much smaller compared to that in the
experiments. We further conclude that diffusion and segregation of the two
filament types are not sufficient by themselves to drive the curling of the
whole membrane—a global excess of type I is also required.

4.3. Modeling the Effect of Divalent Ions

The documented Ca2þ-induced increase in the binding strength of spectrin
filaments to the membrane [38] may be expected to effectively freeze the
filament distribution due to a strong decrease in filament mobility, with an
ensuing turnover of type I to type II filaments (Eq. S28) and cytoskeletal
crosslinking [6]. We found that the curling and spontaneous inside-out
vesiculation process could be instantly arrested at any stage by the addition
of divalent cations to the medium, but reversibility was observed only with
Mg2þ ions. In Fig. 5, we model these divalent cation effects under two of
the conditions analyzed above (1) low mobility of spectrin filaments and
large excess of type I filaments throughout the membrane (as in Fig. 3D) and
(2) high-mobility filaments and a localized excess of type I filaments at the
free edges (as in Fig. 4D). In the low-mobility case (top row), we simulated
the effect of the divalent ions after allowing the membrane to curl freely for
2 s. We first modeled the effect of the ions by elimination of filament
diffusion, but this did not stop the curling because the excess of type I
filaments was still high enough to keep the process going (Fig. 5A). We next
modeled the effect of the ions as a global turnover of type I to type II. We
chose a significant turnover of 50% (this value is somewhat arbitrary) of type
I to type II due to the addition of the ions and found that this practically
arrested the curling process; the spontaneous curvature was reduced signifi-
cantly (to zero for this choice of parameters) and the curls began to slowly
unfold (Fig. 5B).

In the high-mobility and localized excess case (Fig. 5, bottom row), we
tested the effects of the divalent ions by elimination of filament diffusion
(Fig. 5C) and turnover of type I to type II (Fig. 5D). We found that when
the ions diminished the diffusion, the curling process was considerably
slowed down (Fig. 5C) compared to the results shown in Fig. 4D. A partial
turnover of type I to type II also effectively arrested the curling (Fig. 5D),
initiating a partial unfolding of the curls. We conclude that when the
mobility of spectrin filaments is high enough to play a role in the curling
process, the elimination of diffusion due to the ions will slow down the
curling, whereas the turnover of type I to type II filaments due to the
addition of ions is always a sufficient mechanism to account for the observed
arrest in the curling.
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5. Malaria Merozoites and Ca
2þ

Dynamics

During the approach of a malaria merozoite to a targeted RBC, the
red cell undergoes local and highly dynamic shape changes [47–50]. If the
initial contact is away from the apical pole of the merozoite, which is
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Figure 5 Modeling the effects of adding divalent ions on the membrane dynamics
(adapted from Ref. [19]). The addition of divalent ions is modeled by eliminating the
diffusion of filaments or by the turnover of type I to type II filaments. This modeling is
performed for two successful cases (1) high and uniform density (n1 ¼ 1) of type I
filaments with lowmobility, as described in Fig. 3D (shown here in the top row) and (2)
a more localized spatial distribution with large amplitude and variance (d ¼ 0.33
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), s ¼ 6 (mm2
)) as described in Fig. 4D (shown here in the bottom row). The

results for the arrest of diffusion are demonstrated in the left column, and the results for
the partial turnover of type I to type II filaments are demonstrated in the right column.
Since the curling in Fig. 3D is obtained within 10 s, the arrest of diffusion is performed
after 2 s (A). Note that the arrest of diffusion is not able to stop the curling. In contrast,
the curling in Fig. 4D is obtained within minutes, which allows us to arrest the diffusion
after 10 s (C). This arrest slows down the curling, and a single full curl is not obtained
within the time frame of 30 s. In the right column, the turnover is of 50% of type I into
type II filaments, which is sufficient to stop the curling and to even unfold its curled
edges (B, D).
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required for penetration, the RBC responds with rapid merozoite-engulf-
ing motions and the merozoite reorients to achieve apical contact. As soon
as this is attained, the RBC returns to its normal biconcave shape and
remains quiescent while it is penetrated by the parasite. Immediately after
the parasite is internalized, a second and more prolonged wave of dynamic
deformations takes place. Ca2þ ions have been implicated in both early and
late dynamic responses during merozoite invasion [51].

6. The Model for RBC and Malaria

Merozoite Interaction Prior to Invasion

The model as described up to now proved sufficient to describe the
curling process of RBCs. In the case of the merozoite attachment, only a
small patch of the RBC membrane close to the parasite has to be
simulated, so we used periodic boundary conditions with increased spatial
resolution compared to the simulations for curling. To simulate the effects
attributed to Ca2þ in the malaria preinvasion events, we incorporated a
simplified version of the known pump-leak Ca2þ balance across the RBC
membrane.

The relation between the local Ca2þ concentration and the density of
protein filament concentrations was assumed to be described by an instan-
taneous chemical equilibrium relation:

n1 Ð n2; ð4Þ

where the left and right arrows are for the equilibrium constant k and k0,
respectively. The two equilibrium constants are

k ¼ exp
anCa
kBT

 !
;

k0 ¼ exp
�anCa
kBT

 !
;

ð5Þ

where anCa represents the Boltzmann energy difference dE. The concen-
tration of the two filament types is determined from

n2 ¼ n1 exp
�2anCa
kBT

 !
;

n1 ¼ ntot � n2;

ð6Þ
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where the exponential factor is derived from k0/k (Eq. 5) and ntot is the total
density of filaments, which equals unity. The local density of type II
filaments depends on the local density of Ca2þ as follows:

n2 ¼ ntot
1

exp �0:05nCað Þ þ 1
; ð7Þ

where the numerical factor in the exponent gives the Ca2þ-induced affinity
of spectrin filament binding. The density of Ca2þ ions is

nCa ¼ NCa=ds; ð8Þ

where NCa is the number of Ca2þ ions and ds is the distance between
consecutive nodes.

The density of Ca2þ ions is treated along the membrane and represents
those ions that reside within the interaction volume close to the membrane,
where they can interact with the spectrin filaments. The thickness of this
interaction volume is similar to that of the spectrin network, which is
�30 nm, and its width is simply that of the membrane strip that we are
modeling. The influx of Ca2þ is assumed to occur only at the region of
contact between merozoite coat and RBCmembrane, which has a length of
0.5 mm. A single influx pulse of Ca2þ is modeled with maximum amplitude
of�600 ions mm�3, to ensure that n2 � 1 at the contact region, and is held
constant for 2 s. After this time, the amplitude of the pulse decays exponen-
tially by active extrusion and by diffusion away from the contact region
along the membrane according to a simple diffusion equation:

@NCa

@t
¼ DCa

@2NCa

@s2
� KeffNCa þ Jin; ð9Þ

where DCa is the effective diffusion constant for Ca2þ ions, Keff is the efflux
rate of Ca2þ ions, and Jin is the influx of Ca2þ.

Most of the biophysical parameters used in this work were taken from
the literature. The diffusion coefficient of proteins within the membrane
was previously estimated to be 0.01–0.005 mm2 s�1 [52], whereas the
diffusion coefficient of spectrin filaments was smaller, at 0.001 mm2 s�1

[52]. The bending rigidity is on the order of 10kBT. The only parameter
that was fitted to give a good agreement with the experiment was the
effective membrane friction in Eq. (3). The efflux of Ca2þ was taken as
35 s�1 [53] and the diffusion coefficient of Ca2þ was estimated at 1 mm2 s�1

[54]. The saturating (maximal packing) density of the filaments, nsat, can be
estimated from previous measurements [38] and taken to be on the order
1000 mm�2.
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6.1. Modeling the Effects of Ca2þ-Dependent
Filament Turnover

We next applied our model to simulate the membrane dynamics of an intact
RBC in response to a transient local influx of Ca2þ ions. Such Ca2þ influx
transients have been proposed to follow the initial contacts between mer-
ozoites and RBCs before merozoite invasion [48,51]. Ca2þ influx was
simulated by means of a step-function amplitude with a spatial width of
0.5 mm held constant for 2 s. The density of the type I and type II filaments
was determined by the local instantaneous Ca2þ concentration (see Eq. S28).
We chose a 3-mm long membrane for these simulations, using periodic
boundary conditions. We assumed that the initial filament density was the
same for both species (n1 ¼ n2 ¼ 0.5). TheCa2þ pulse was assumed to cause
a complete turnover of type I to type II filaments at the point of maximum
amplitude, to give us an estimate of the upper bound of the amplitude of
membrane deformation. The results are shown in Fig. 6A and B (Table 1).
The Ca2þ-induced turnover of type I to type II filaments caused the bending
of the initially planar membrane in both the inward and outward directions
due to the resulting inhomogeneous spontaneous curvature. The maximal
membrane deformation was 0.4 mm after 2 s. In Fig. 6C and D, the Ca2þ

influx region was held fixed in space and prevented from folding inward.
Despite this restriction, the folding outward of the surrounding membrane
remained robust. Note that although the adhesion region prevents the
membrane from folding inward, the folding outward remains robust (C).

7. Modeling the Egress of Malaria Merozoites

While previous research has shown that proteases induced by the parasite
degrade the RBC proteins as well as the cytoskeleton [55–57], we here
hypothesize that degradation of the spectrin network stimulates a turnover of
type II into type I filaments (Fig. 7). In addition, type I filaments may stabilize
membrane pores formed seconds before the lytic stage and the dispersion of
packed merozoites. The rapid coalescence of smaller pores into larger pores
may be facilitated by increasing densities of type I filaments (Fig. 7). Further-
more, the high densities of type I filaments following the lytic stage could
explain the documented outward curling of the RBC membrane. Future
modeling and experimental studies are needed to test these ideas.

8. Conclusions

The results presented here show that a model based on the assumption
that spectrin filaments attached to the inner side of the lipid bilayer mem-
brane induce a spontaneous curvature can explain local dynamic membrane
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shape changes observed in experiments. Two classes of filaments are consid-
ered in the model depending on whether one end (type I) or both ends (type
II) of the spectrin tetramer are attached to the membrane. Each type induces
a spontaneous curvature on the membrane of opposite sign and roughly
equal magnitude. The model treats these nanometer-scale components in a
continuum landscape of variable local densities of each filament type in
response to environmental conditions and membrane shape. We sought
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Figure 6 Exploring the effects of a Ca2þ influx pulse on local membrane shape in an
intact RBC, assuming the same mechanism as that applied to explain curling arrest by
divalent cations (adapted from Ref. [19]). Two scenarios are modeled (1) the mem-
brane in the Ca2þ influx region is free to move (top row) and (2) it is held fixed (bottom
row). The distributions of the two types of filaments are determined by the instanta-
neous local Ca2þ concentration. Therefore, the distribution has an excess of type II
over type I filaments at the middle of the membrane. The density distributions of the
two types are shown in (B, D). The influx of Ca2þ is constant for a period of 2 s and
causes the conversion of type I to type II (dotted line in B, D), compared with an initial
density of 0.5 for both types of filaments. After 2 s, the influx stops, and as a result the
Ca

2þ
density decays within 0.5 s, and consequently the filament densities decay toward

0.5 (dashed line in B, D). The turnover of type I to type II filaments causes the bending
of the straight initial membrane (dotted line in A, C) in both the inward and outward
directions (D). After 0.5 s, the shape is given by the dashed line (A, C) and the maximal
amplitude of 0.4 mm is reached after 2 s (the dotted-dashed line in A, C). The solid line
is the shape of the membrane after 10 s. Slow mobility of the filaments is allowed and
values are listed in Table 1.
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Table 1 List of parameters used in our simulation study

Curvature, H1 (mm
�1) �10 Temperature, T (K) 300

Curvature, H2 (mm
�1) 10 Bending rigidity, k (kBT ) 10

n1, n2, relative densities of type I and type II filaments n̂1=nsat nsat, maximum number of filaments per

micron squared (mm�2)

100, 1000

n̂2=nsat
Diffusion coefficient of filaments, D (mm2 s�1) 0.001 Mobility of proteins, L (g s�1 mm�2) D/(kBT )

Viscosity (water), � (g m�1 s�1) 10�4 Relative mobility (g s�1) L/nsat
Filament length scale, d (mm) 0.1 Oseen tensor (s g�1) 12.5

Threshold distance for repulsion (mm) 0.0327 DCa (mm
2 s�1) 1

Ca2þ efflux rate, Keff (s
�1) 35



to determine whether the model could account for two well-documented
examples of dynamic membrane deformations (1) the curling phenomenon
of spontaneously vesiculating RBC ghosts and (2) the mechanism of mem-
brane deformation during apical alignment of malaria parasites. In the study
of the curling phenomenon, the simulations showed that either an overall
excess of type I filaments or an initial excess of type I filaments close to the
lytic hole could initiate the outward curling of the cell membrane. Compar-
ing the model with experiment (see Figs. 3–5) allowed us to fit the free
parameter of our model, the effective membrane hydrodynamic friction.
Divalent cations have been shown to arrest the curling and spontaneous
vesiculation process [6,9] and to induce stronger spectrin–membrane bind-
ing [37,38]. This effect is represented in the model by the elimination of
filament diffusion and a turnover of type I to type II filaments. We find that
the cation-induced turnover of type I to type II filaments is the dominant
mechanism that allows us to reproduce the experimentally observed arrest of
the curling (Fig. 5).

The mechanism of the effects attributed to Ca2þ was also investigated in
relation to the potential of transient Ca2þ influx during merozoite apical
alignment [47,48,51,58]. The results (Fig. 6) show that the amplitude and
timescale of the membrane deformations induced by the transformation of
type I to type II filaments are in good quantitative agreement with those
documented in the best available observations of this process [47–49]. In
addition, the simulations show that when the cytoskeleton consists mainly
of type II filaments, membrane dynamics cannot occur and thus invasion
efficiency is reduced. This may help explain the reduced invasion previously
observed in ATP-depleted and volume-reduced RBCs [59–61]. The basic
idea developed here—that spectrin filaments, or spectrin-like components

A B

Figure 7 Schematic model for the stabilization and coalescence of membrane pores
during egress of malaria parasites. (A) Small membrane pores (inner circles) are formed
seconds before the egress and dispersion of malaria parasites. Since the pores are of a
negative curvature, they can be stabilized by type I filaments, while type II filaments
prefer the positive curvature of the red blood cell membrane (outer circle). (B) Large
membrane pores are formed and stabilized by increasing densities of type I filaments.
Note that the origin of type I filaments could be due to the degradation of type II
filaments by proteases activated by the packed malaria parasites.
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of cortical cytoskeletons, control the local curvature of biological mem-
branes and hence cell shape in static and dynamic conditions—is relevant
not only to RBCs but also to all cellular systems with adsorbed networks of
spectrin or spectrin-like filaments, such as neurons [50] and intracellular
organelles [62].

Appendix Curling Ghosts

A1. Derivation of the Curvature Force on the Membrane

We derive the forces at the membrane, by treating it as a “one-dimensional
membrane,” that is, a thin strip ofwidthw,with a bendingmodulus and tension
coefficient. TheHelfrich free energy of thismembrane is given in Eq. (A7) and
is used to derive the local restoring forces by the usual variation method. The
derivation given below gives the details of this variation and is a one-dimen-
sional version of the more general derivation given in Refs. [46,58].

Since the overall contour length is not constant in our system, the
variation of the coordinates has to be taken with respect to their absolute
index u along the contour, which is constant. In these terms, the curvature
H appearing in the Helfrich free energy [59] is written as (standard differ-
ential geometry) x0

H ¼ _x€y� €x _yffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p 3
; ðA1Þ

where the 	 symbol denotes differentiation with respect to the index of the
point along the contour and the free energy is

ℱ ¼ w

ð1 1

2
kH2 þ s

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

q
du; ðA2Þ

where ds=du ¼ _s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p
. The variation of this free energy gives the

forces, for example, in the x-direction:

Fx ¼ � dℱ
dx

¼ d

du

@ℱ
@ _x

� d2

du2
@ℱ
@€x

: ðA3Þ

The resulting equation of motion from this variation gives very long
expressions that are not amenable to easy analysis, although they can be used
for the numerical simulations.
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To arrive at simpler expressions, we will develop the terms in Eq. (A3)
and simplify at the end by assuming that the arc-length separation between
the nodes along the contour are all the same. This is maintained as the
simulation progresses by using the spline routine to rediscretize evenly the
contour as its length evolves.

The first term on the RHS of Eq. (A3) is

@ℱ
@ _x

¼ H2 @x

@s
þ 2H

@H

@ _x
_s; ðA4Þ

where @ _s=@ _x ¼ _x=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p
¼ @x=@s:

d

du

@ℱ
@ _x

¼ 2_sHH 0x0 þ _sH2x00 þ 2_s2H 0 @H
@ _x

þ2H
@H

@ _x
€sþ 2H _s2

@H 0

@ _x
;

ðA5Þ

where @H=@ _x ¼ €y=_s3 � 3x0H=_s. We therefore need to find an expression
for ÿ (and €x) by using the definition of H ¼ x0€y� y0€xð Þ=_s2 and
€s ¼ x0€xþ y0€y. The final expressions that we get are €y ¼ €sy0 þ _s2x0H and
€x ¼ €sx0 � _s2y0H .

We now assume that _s is independent of u, so that €s ¼ s
. . . ¼ 	 	 	 ¼ 0.

The last term in Eq. (A5) becomes

@H 0

@ _x
¼ � 2

_s

@

@s
x0Hð Þ: ðA6Þ

The second term on the RHS of Eq. (A3) is

@ℱ
@€x

¼ �2Hy0

_s
ðA7Þ

and we get

d2

du2
@ℱ
@€x

¼ �2_s
@2

@s2
Hy0ð Þ: ðA8Þ

We now write H in terms of s as H ¼ H
!	n̂ ¼ �x00y0 þ y00x0, where

H
!¼ x00x̂þ y00ŷ and n̂ ¼ �y0x̂þ x0ŷ, so that
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H 0 ¼ �y0x000 þ x0y000;
H

00 ¼ �y
00
x000 þ x

00
y000 � y0x 4ð Þ þ x0y 4ð Þ: ðA9Þ

There is another force contribution from the membrane tension, giving a
term of the form Fx / _sx00, so in the normal direction we get
Fn ¼ _ss �y0x00 þ x0y00ð Þ ¼ _ssH?, where we used the identity x02 þ y02 ¼ 1
and therefore 2(x0x00 þ y0y00) ¼ @ (x02 þ y02)/@ s ¼ 0.

Putting everything together, the normal force acting on the membrane
due to curvature and tension is

F ¼ F
!	 n̂ ¼ �y0Fx þ x0Fy ðA10Þ

¼ _s
1

2
k �2r2H � 2H y0y3 þ x0x3

� �� 3 H
!	 n̂
� �3� �

þ _ssH ðA11Þ

¼ _sk �r2H � 1

2
H
!	 n̂
� �3 !

þ _ssH

¼ _s
1

2
k 2 y0x 4ð Þ � x0y 4ð Þ

� �
� 3 H

!	 n̂
� �3� �

þ _ssH ;

where we used the identity x02 þ y02 ¼ 1 and therefore 2(x0x00 þ y0y00) ¼
@ (x02 þ y02)/@s ¼ 0 and (y0y3 þ x0x3) ¼ � (x002 þ y002) ¼ � H2. These
expressions are identical to those derived in Refs. [42,43].

Since the forces are per unit length, while we calculated above the forces
per unit u, so we divide by _s and finally get

Fn ¼ k y0x 4ð Þ � x0y 4ð Þ
� �

� 3

2
H3

� �
þ sH: ðA12Þ

A1.1. Proteins with Spontaneous Curvature
When there are proteins with spontaneous curvature, the free energy
(Eq. A2) changes to

ℱ ¼ w

ð1 1

2
k H þ �Hnð Þ2 þ s� anð Þ

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

q
du; ðA13Þ

where n is the density of proteins along the contour, which may not be
uniform. Expanding the quadratic term, we get H2 þ 2H �Hnþ �Hnð Þ2?.
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The variation of the first term was done above (all the variations are of the
integrand times the _s factor).

The new contributions to the forces acting on the membrane are
(normal force per unit length)

Fspon;n ¼ F
!
spon 	 n̂ ¼ �y0Fspon;x þ x0Fspon;y

¼ k
2

�Hnð Þ2H þ 2 �Hn00ð Þ
� � ðA14Þ

and

Ftension;n ¼ F
!
spon	 n̂ ¼ �anH : ðA15Þ

A1.2. Fluxes and Diffusion of the Proteins
The conservation equation for the proteins, along the contour [42], becomes

1

_s

@ _sn

@t
¼ D

_s
r2

s _snð Þ þ 1

_s

L
ns
rs _snrs

1

_s

dE
dn

� �� �
; ðA16Þ

where the number of proteins in each unit contour length isN ¼ _snns (ns is the
saturation concentration of the proteins), E is the energy functional of
Eq. (A13), and the derivative along the contour isrs ¼ ru=_s.We therefore get

@n

@t
þ n

_s

@ _s

@t
¼ D

_s
r2

s _snð Þ þ D

kBTns _s
2
ru nru

de
dn

� �
; ðA17Þ

where e is the energy per unit length, that is, the integrand in Eq. (A13) with
respect to ds.

If the number of proteins is conserved, even though we allow the
membrane overall length to change, then Eq. (A17) is correct. If however
there is a reservoir of membrane that allows it to change in length, then this
membrane can include lipids and proteins, so that the total number of
proteins is not conserved when the membrane length changes. In this
case, the change in the density due to length changes is removed, assumed
to be balanced by the currents into/out of the reservoir. Equation (A17) is
then modified by removing the second term on the left-hand side.

In our calculation of osteointegration, a nonlinear tension was employed,
and as a result, the length of each membrane segment changed very little, so
the second term on the LHS of Eq. (A17) was neglected.
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A2. Numerical Realization of the Model

A2.1. Discretization of the Model
Since the flat shape model represents a segment of the whole cell, we used
periodic boundary conditions. Thus, the number of grid points N equals the
number of discretizations. In our model, the density n of element i is given by

ni ¼ Ni

Dsi
: ðA18Þ

A2.2. The Boundary Conditions
We employed periodic boundary conditions. The calculation of the first
and second derivatives of the function along the x-direction was performed
using the following explicit Euler method:

@x

@s
¼ xnþ1 � xn�1

2Dsn
;

@2x

@s2
¼ xn�1 � 2xn þ xnþ1

Ds2n
;

ðA19Þ

where the subscripts n, n þ 1, and n � 1 represent the current, next, and
previous nodes, respectively. The derivatives of the function along the y-
direction were calculated in a similar manner. For the calculations
of derivatives of the first point, the last point was added before it; while for
the calculation of derivatives of the last point, the first point was added after it.

A2.3. The Variation of the Helfrich Equation
To find the slowest optimal projectile with the lowest energy of the
membrane, we found the variation of the energy equation along the x
and y coordinates, dF/dx and dF/dy, respectively.

Our derivation as described above was verified using Mathematica
software. The projected normal force along the x- and y-axes is

Fx ¼ Fn � @y

@s

 !
;

Fy ¼ Fn

@x

@s

 !
;

ðA20Þ

where Fx and Fy are the projected forces along the x- and y-directions,
respectively. The time evolution of the x and y coordinates is given by
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xi ¼ xi � Dt 1=2kFx;i

� �
=x;

yi ¼ yi � Dt 1=2kFy;i

� �
=x;

ðA21Þ

where Fx,i and Fy,i are contributions of the variation along the x and y
coordinates, at index i, and x is the friction coefficient, which takes into
account drag forces by the surrounding medium. The energy contributions
Fx,i and Fy,i were taken only at the normal direction. Therefore, the
membrane dynamics due to the energy minimization was constrained
only in the normal direction.

A3. Analytic Derivation of the Steady-State Solution

We derive the steady-state solution in order to shed light on the underlying
mechanisms responsible for the observed steady-state shape. In a steady
state, the sum of fluxes of membrane-bound protein complexes (PCs) is
equal to zero. In particular, the sum of the attraction flux due to membrane
intrinsic curvature, Jcurv, and the dispersion flux, Jdisp, gives

kL �H

ns
rH �

�H

ns
rn

� �
¼ 0: ðA22Þ

The nontrivial solution is

rn ¼ ns
�H
rH ; ðA23Þ

where H is r 2h. By integrating both sides of Eq. A23 we get

n xð Þ ¼ r2h

�H
þ n0: ðA24Þ

The function representing the peak region at the steady state is approxi-
mated up to a fourth-order polynomial. Note that due to symmetry around
the peak as observed in numerical simulations, the odd orders of the polyno-
mial are assumed to be zero. We use the proportionality found from Eq. A24
to obtain the shape function, h(x), and the distribution of PCs, n(x), as follows:

h xð Þ ¼ hþ fx2 þ gx4;

n xð Þ ¼ n0 þ 2f
ns
�H
þ ns

�H
gx2; ðA25Þ

where x is the length along the x-axis. The following is the sum of forces
Ftot derived from the free energy (Eq. (A13)):
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Ftot ¼ k �r2H þ �Hr2nþ 1

2
n2 �H2

H � 1

2
H3

 !

þ s� anð ÞH � 2gh:

ðA26Þ

We find the steady-state analytic solutions for Eq. (A26). The aim is to have
a better understanding of how changes in a impact on the SS shape and
distribution of PCs. The steady states n(x) and h(x) (Eq. (A25)) were
incorporated into the force equation (Eq. (A26)). After incorporating these
two functions, we look for a solution that vanishes all the coefficients of
zeroth-, second-, and fourth-order terms. The result of this systemof equations
is the solution for the three unknown functions: f, g, and h. The following
is the list of parameter values used in this derivation: a ¼ 0.05 g s�2,
g ¼ 0.00004 g s�2, n0 ¼ 0.1 (which is the initial relative density of PCs),
nsat ¼ 10 mm�2, k ¼ 100kBT, �H ¼ �10mm�1, and s ¼ 0.001 g s�2.

The first solution is the trivial solution with unknowns equal zero and
the second solution is h(x) > 0, g(x) < 0, and f(x) < 0. The plot of this
solution with respect to x gives a similar shape to the steady states seen in
numerical simulations. From the approximation in (Eq. (A25)), the value of
1=

ffiffiffi
f

p
can be derived to give the width of h(x). We will next determine

which parameter has the largest effect on the width of h(x). From our
analytic derivation, we obtain that

fa ¼
� �H 2 s� n0að Þ þ �H

2
n20k

� �

16 a� �H2
n0k

� � ; ðA27Þ

whereby neglecting the terms with k due to their smaller magnitude yields:

fa ’ �H
n0a� s

8a
: ðA28Þ

We find that the proportionality of the width is

1=
ffiffiffi
f

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8a

�H s� n0að Þ

s
: ðA29Þ

The following correlations are gleaned from Eq. (A29). Given a large
adhesion constant (a) due to stronger adhesion to the extracellular matrix,
the width of h(x) is smaller to result in a sharper tip.
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Abstract

This chapter analyzes the general principles of photovoltaic solar energy con-

version in biomembranes. Biological systems are inherently complex. However,

unlike naturally occurring photosynthetic membranes, BLM-based photocon-

version model systems are sufficiently simple to allow investigators to analyze

the underlying photochemical and photophysical processes with mathematical

rigor previously attainable only in physics and their progenies. We used a BLM-

based model system of artificial electron pump to develop useful concepts and

to devise a null current method, which can perform meaningful signal measure-

ments that could be analyzed in terms of conventional concepts in electricity

(equivalent circuit analysis). This method was then extended to the analysis of

model membranes reconstituted from bacteriorhodopsin, which is perhaps the

simplest photosynthetic pigment. Comparison of photosynthetic membranes

with their non-biological counterparts yielded some interesting insights. Both

the silicon photodiode and photosynthetic membranes start the conversion

process with light-driven charge separation in an anisotropic environment.

Whereas rectification is a key feature of the silicon photodiode for minimizing

unwanted internal charge recombination, biological systems apparently used a

different strategy to accomplish the same purpose. Illumination opens a proton

conduction channel in bacteriorhodopsin, and cessation of illumination shuts

off the conduction channel completely. Indirect evidence indicates that

chlorophyll-based photosynthetic membranes also adopt the same strategy to

prevent internal charge recombination in the dark, thus greatly enhancing the

efficiency and effectiveness of photoconversion.

1. Introduction

Among problems facing the world in the twenty-first century, the
issue of sustainable energy sources ranks high in the agenda. Moreover,
the issue of energy sources is a major primary cause for problems facing
humans: wars and deteriorating environments. The current major energy
source—petroleum—is not distributed evenly among various geographic
regions in accordance with population densities. Competition to the access
of petroleum often threatens peace. The quest for alternative means for its
access led to deep sea drilling, thus greatly increasing the risk of environ-
mental pollution. Since petroleum is a nonrenewable energy source, all
energy-related issues are going to get worse unless viable alternative sources
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are found soon. The rapidly increasing carbon dioxide level generated by
consumption of oil and coal accentuates the acute need to find clean and
renewable source of energy.

To make a long argument short, the only conceivable solution is to tap
into solar energy [1,2]. It is clean and renewable as long as the Sun shines.
It is more evenly and equitably distributed among the world; access to it
threatens no others. Solar energy is the ultimate source of energy that is the
direct precursor of hydraulic and wind energy. It was also the indirect
precursor of oil and coal generated eons ago.

The present obstacle to the utilization of solar energy is mainly the cost
or, more precisely, finding the right technology to harvest solar energy that
is sufficiently economic to be competitive with oil and coal. A trivial but
unacceptable solution is waiting—waiting till the price of oil and coal rises
above that of solar energy production. Research and development of solar
energy is not merely a science and technology problem. A sound long-term
energy policy is sorely needed to foster timely research and development of
alternative energy sources. Such an energy policy is however incompatible
with the prevailing mentality of quarterly profits and instant gratification.
Unlike the effort of putting humans on the Moon in the previous century,
the science of solar energy conversion is not ready for immediate deploy-
ment for public utilization. How to make a long-range investment requires
a great deal of political will of governmental officials and the public,
especially in democratic countries. Take the recent predicament of the
U.S. automobile industry for example. In good times, there was no incen-
tive to explore alternative energy sources for automobiles because selling gas
guzzlers was much more profitable than selling energy-efficient cars. In bad
times, there was no incentive to do it because development of energy-
efficient or gasoline-independent automobiles added costs to the produc-
tion, thus deepening the economic crisis.

Ultimately, people must be educated to think beyond the simple-
minded logic driven by the obsession of short-term benefits and instant
gratification. The cost issue should not be an excuse for opposing the
government-subsidized research and development of solar energy because
almost all technological advances started as a costly, inconvenient, and often
unreliable adventure, if not just a pipe dream. Without a long-range plan,
we would never overcome the cost obstacle, not to mention the horror of
getting caught at inconvenient time again and again. Clearly, it takes more
than scientists and engineers together to overcome the obstacle. However,
in spite of this pessimism, any promising news from the R and D sector
helps raise the specter of a dream on the verge of realization, thus making
well-meaning politicians’ task easier and more realistic. With this brief
digression, we can now address the science and technology aspect of
biological solar energy conversion. The expertise of this author was limited
to biological solar energy conversion and, in particular, photovoltaic solar
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energy conversion. The following discussion does not pretend to assert that
the biological approach is the best approach. After all, we are still in the
infancy of explorations. We merely pitch in our share of explorations.

In this chapter, we wish to examine the problem from the point of view
of reverse-engineering Nature, that is, learning from Nature. Evolution was
a long learning process that transcended the lifetime of individuals or even
the existence of the human species. There was no guarantee that Nature
would give us the best system. But there is reason to believe that learning
from Nature offers an attractive shortcut in arriving at workable systems. In
other words, imitating Nature constitutes a heuristic search of workable
solutions, thus shortening our learning process. Whereas there were plenty
of examples of showing how technology had been inspired by Nature, the
process was not always a “one-way street.” Sometimes, engineering ideas
could enhance our understanding of biology. Insights into engineering
aspects of man-made devices allow us to formulate the appropriate concepts
and ask the right questions. This point is particularly relevant in the
approach of model system studies. This discussion will not shy away from
exploiting these two-way streets. We shall focus on the problem of photo-
voltaic solar energy conversion. Generation of hydrogen gas by splitting
water via solar power is an attractive alternative to photovoltaic energy
conversion [3,4], but the latter problem is beyond the scope of this chapter.

A model system is essentially a reduced natural system designed to ease
the analysis of the corresponding natural system. Engineering concepts often
help us decide what features to keep and what features to omit in the design
of a model system. If a concept is a bridge between Nature and science
(biology in the present case), a chosen model system is a halfway product
between science and technology. Such an approach was often touted as
proof of concept.

Since its inception about half a century ago, black lipid membrane or
bilayer lipid membrane (BLM) model systems had been explored for such
purposes [5–12]. Tien had reported light-induced photovoltage in a BLM
made of a chloroplast extract [10,11], which ushered in the study of pigment-
containing BLMs as a model system for artificial solar energy conversion. Tien
[11] coined the term “photoelectric effects” for the light-induced electric
phenomena in biomembranes. He and his colleagues [13,14] subsequently
pioneered the construction of a model BLM system, in which the pigment-
containing BLM was allowed to separate two aqueous phases that contained
electron donors and/or acceptors. In this way, electron transfer reactions were
forced to take place across two membrane–water interfaces. Transmembrane
charge movements coupled the two interfacial electron transfer reactions
together, thus generating a unidirectional photocurrent through the mem-
branewhen theBLMwas illuminatedwith light of constant intensity (vectorial
electron transport). This model BLM system only partially captured the
essence of a photosynthetic membrane, but it vastly simplified the model
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system and rendered it amenable to rigorous mathematical analysis. We shall
call this configuration coupled interfacial charge transfer (ICT) reactions. As it turned
out subsequently, the charged species to be transported need not be electrons.
It could be either protons or other charged species such as chloride ions.

The choice of BLM-based model systems was justified by the fact that
naturally occurring photoconverting devices are all membrane based: the
photosynthetic apparatus in green plants and in phototropic bacteria com-
prises hydrophobic proteins embedded in a BLM. The coupled electron
transferring BLM, which Tien and his colleagues developed, exhibited a
major difference as compared to natural systems.Whereas the small pigments
used in the model system are isotropically distributed in the membrane
phase, all known natural pigments maintain an asymmetrical distribution in
such a way that the pigment or pigment complexes are oriented in a definite
direction with respect to the intracellular and extracellular space or with
respect to the lumen and the exterior of the photosynthetic organelle. This
difference did not seriously compromise the effectiveness of the model
system. We shall address this problem in Section 2.

Over the past four decades, a significant number of laboratories explored
BLM model systems, and a large variety of pigments had been incorporated
into BLM.Most of these studies were cataloged in Tien’s two books [15,16]
and a major review article [17]. These model systems exhibit a diversity of
phenomena but almost all of them could be characterized as coupled ICT
BLM systems. Some systems generate transient electric signals, whereas
others exhibit prominent sustained photoelectric responses. In spite of the
diversity, they share some common features, which are also shared by
natural photoconversion membranes. These common features often shed
light on the inner working of biological solar energy conversion. General
reviews on the photoelectric effects of biomembranes are also available [18–23].

Here, we shall examine two pigment-containing BLM model systems.
One of them contains small organic pigment molecules, much like the
system pioneered by Tien and his colleagues, and the other contains a
naturally occurring macromolecular pigment. We shall cross-reference the
behaviors of such simple systems with natural systems. Some significant
differences are apparent, but, at a deeper level, the operation of both natural
and artificial systems converges to the same fundamental concepts and
principles. As it turned out, even drastically different natural systems share
the same design principle.

2. Engineering Principles

Speaking about solar energy conversion, photodiodes and photosyn-
thetic membranes of green plants easily came to mind. Two aspects are to be
considered here: (a) the process of conversion and (b) temporary storages of
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converted energy in the absence of illumination. Regarding the conversion
process, the similarity between a photodiode and photosynthetic mem-
branes is apparent: photoconversion starts with light-induced charge sepa-
ration. The charge-carrying species in a photodiode are electrons and holes,
whereas the charge-carrying species in naturally occurring photoconversion
membranes are electron, proton, or even chloride ion. In the case of
photodiodes, charge separation is the consequence of light-induced photo-
physical process, whereas, in the case of biological photoconversion mem-
branes, it is the consequence of light-induced photochemical processes. The
intrusion of chemical processes adds to the diversity of phenomenology. In
hindsight, biological photoconversion membranes, though relatively com-
plex as compared to a photodiode, are still sufficiently simple to be amenable
to rigorous mathematical analysis in terms of elementary physics. It was a
reductionist’s dream came true. However, the detailed analysis was not only
an academic pursuit but also crucial to the understanding of the fundamental
process of energy conversion and signal generation.

2.1. Internal Resistance of a Photocell

Depicted in Fig. 1 is a simple schematic diagram, which shows a conven-
tional battery and an electrical device. When the battery is under no load
condition (e.g., when the device is disconnected from the battery or when
the impedance of the external device is so high that a negligible amount of
current flows through the device), an electrical potential difference can be
detected across the cathode and the anode of the battery; it is designated as

V

E

l

l

r

R

+

–

Figure 1 A circuit diagram showing a battery and the external load. The circuit diagram
represents a battery with emf E and internal resistance r. The external load (e.g., a lamp,
an electric motor, or a complicated electronic device) has resistance R. The terminal
voltage V measured between the cathode and the anode under the loading condition is
not exactly equal to E, because of internal energy dissipation due to r. See text for
further explanation.
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the electromotive force (emf ), E. When the battery is connected to the
external device with a finite resistance R (e.g., an incandescent lamp), a
current flows through the circuit according to Ohm’s law:

I ¼ E

R þ r
; ð1Þ

where r is the internal resistance of the battery. Clearly, the additional
nonzero resistance r diminishes the amount of current, I, and reduces the
actual voltage, as applied to the device, to a lower value, V ¼ IR ¼ E � Ir.
In other words, the device never sees the full value of the battery’s emf
because the flowing current dissipates part of the energy internally by gen-
erating heat through the internal resistance. The measured voltage V across
the device is the same as the electric potential difference that appears between
the two electrodes under the loading condition. It is also known as the
terminal voltage of the battery. Thus, the energy input into the device becomes

VI ¼ I 2R ¼ EI � I2r ¼ E2

R þ r
� E2r

R þ rð Þ2 ¼
E2

R 1þ r
R

� �2 : ð2Þ

Clearly, minimizing the internal resistance of a battery relative to the
external load resistance R increases the efficiency of energy utilization.

2.2. Rectification and One-Way Charge Separation

While energy input is required to separate a pair of charges, their subsequent
recombination releases the converted energy. The objectives of a useful
design are to avoid internal charge recombination and to let charge recom-
bination take place in the external circuit so that useful mechanical work can
be performed. Internal charge recombination, via a reverse (chemical)
reaction through the internal resistance r, results in dissipation of the con-
verted energy without doing useful work. This dissipation is in addition to
what was mentioned in the previous section during (forward) charge
separation. Preventing or minimizing charge recombination in the absence
of illumination is a serious design challenge since solar illumination is not
expected to be continuous and uninterrupted except perhaps in outer space.
Increasing the internal resistance of the photocell slows down the undesir-
able charge recombination but it also increases the wasteful dissipation as
heat during forward charge transfer, as explained earlier.

The above-mentioned dilemma is greatly alleviated in photodiodes
because of its inherent nature of rectification: The internal resistance for
forward charge separation is low, whereas the resistance for internal charge
recombination is significantly higher by nature of the pn junction. Another
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way to alleviate the dilemma is possible, at least in principle: Maintaining a
low internal resistance during illumination but a high internal resistance in
the absence of illumination. We shall see later that this latter possibility is not
merely wishful thinking.

A one-way charge transfer chemical reaction that goes to completion
would automatically fulfill the condition of rectification. However, most
chemical reactions never go to completion but, instead, they achieve a
chemical equilibrium, that is, an equilibrium between the forward charge
transfer and the reverse charge transfer reaction. Usually, the net forward
charge transfer continues only because of products removal and/or reactant
replenishment. Contrary to common belief, rectification is not required for
effective energy conversion in a photoconverting membrane. For photo-
converting membranes, in which charge separation draws energy from
absorbed sunlight, net forward charge separation can be sustained as long
as illumination continues. Because of the continuous input of light, chemi-
cal equilibrium is never achieved. Instead, a steady state is established if the
influx of light is of constant magnitude. In other words, the process of
charge separation is “pumped” by absorbed light energy. Rectification is
therefore not a prerequisite for effective photoconversion to take place.
We shall demonstrate this feasibility with a model BLM system (Section 3).

2.3. Spatial Anisotropy of Charge Separation

For photoconverted energy to be useful, light-induced charge separationmust
be spatially anisotropic. It would not work in a homogeneous solution phase,
since charge separation would proceed randomly in all directions (spatially
isotropic). An interface between unlike materials provides a natural environ-
ment for anisotropic charge separation to take place, the pn junction of a
photodiode being one of themost familiar examples. The situation is similar in
biological solar energy conversion. All known photosynthetic apparatuses are
membrane based. All of them convert absorbed light energy into charge
separation across the entire span of a thin membrane of about 100 Å in
thickness. Obviously, the highly insulating lipid membrane prevents separated
charges from recombining internally. Therefore, light-induced charge move-
ment in biomembranes must cross two interfaces, instead of just one. All these
membranes exhibit a functional asymmetry: charges aremoving from one side
of themembrane to the other, known as vectorial charge transport. The functional
asymmetry is made possible by virtue of asymmetric orientation of the mem-
brane-bound pigment complexes with respect to the lipid bilayer membrane.
In model BLM systems, the functional asymmetry must be maintained. As
evident in the original system analyzed by Tien and his colleagues, as well as
many subsequent studies, the asymmetry arose fromasymmetrical distributions
of aqueous-borne electron donors and acceptors. The two examples to be
analyzed in this chapter reflect this fundamental difference.

110 F.T. Hong



2.4. Methods of Measurement

The BLMmodel system, though highly simplified, is still a complex system.
In the early stage of BLM studies in which light was not involved in the
process of charge movements, the methodology was directly transplanted
from electrophysiology with considerable success. In the studies of photo-
electric effects in model BLM systems, electrophysiological techniques (and
the corresponding electrochemical techniques), such as the voltage-clamp
(potentiostat) and the current-clamp (galvanostat) methods, were also uti-
lized. However, new challenges appeared. One needed to jump out of the
proverbial box of classical electrophysiology.

The development and utilization of the voltage-clamp method were
crucial to the landmark achievement of Hodgkin and Huxley in the mid-
twentieth century [24,25]. By applying the voltage-clamp method of mea-
surements, they analyzed isolated nerve membranes in terms of equivalent
(electric) circuit (called equivalent circuit analysis). Note that an equivalent
circuit comprises discrete electric elements, such as emfs (or batteries),
resistances, and capacitances. But the electric counterparts of these elements
in a real membrane are continuous and distributed. Therefore, an equivalent
circuit never fully represents a real membrane, but it captures sufficient
features to be useful in analysis. In other words, the representation is not an
isomorphism but rather a homomorphism. Hodgkin and Huxley were able
to use this approach to elucidate the nerve excitation mechanism without
being misled by the pitfall.

Basically, Hodgkin and Huxley applied Ohm’s law to nerve cell mem-
branes. They considered three parameters: emf, membrane current, and
membrane resistance (or its reciprocal, conductance). If one specifies and
fixes the membrane voltage/emf as an independent variable and measures
the membrane currents, Ohm’s law yields the computed value of membrane
resistance or, as electrophysiologists preferred, membrane conductance
(voltage-clamp measurement). Alternatively, if one specifies and fixes the
membrane current as an independent variable and measures the voltage,
Ohm’s law yields the computed value of membrane conductance (called
current-clamp or galvostat method). In the special cases in which the
membrane current is set at zero, the measurement is also known as an
open-circuit measurement. It corresponds to the no load condition, men-
tioned in the previous section.

The complexity in classical electrophysiology stems from the experimen-
tal fact that the membrane conductance (or resistance) is not constant (i.e.,
non-ohmic); its value varies during the process of nerve excitation. Worse
yet, the membrane conductance comprised several subsystems: Naþ current,
Kþ current, etc.; each of them exhibits a different way of being non-ohmic.
The most crucial insight of Hodgkin and Huxley was that the membrane
conductance and the corresponding conductances of the subionic systems
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are voltage dependent as well as time dependent [24]. The identification of
transmembrane voltage as the independent variable of the system and its
subsystems contributed to the success of their voltage-clamp measurements.
The deployment of equivalent circuit analysis elevated biology from a
science of qualitative descriptions and explanations to quantitative science,
which used to be monopolized by physics and chemistry and their nonliving
progenies. Needless to say, the possibility to make quantitative predictions
and subsequent experimental verifications greatly enhanced the likelihood of
convincing an initially skeptical audience and that of eliminating a seemingly
correct but ultimately false model.

Earlier studies of photoelectric BLM systems followed classical electro-
physiology as a precedent for guidance. However, it did not take long for us
to realize that we had encountered a new complication: the action of light,
which generates additional electrical parameters. Before we could analyze
the system in a meaningful manner, we needed to determine what addi-
tional parameters must be included in the equivalent circuit analysis. In
pigment-containing BLM systems, illumination usually causes an increase in
the transmembrane current in the case of voltage-clamp measurements, or
an increase in the transmembrane voltage in the case of current-clamp
measurements. These additional currents or voltages caused by the action
of light were often loosely referred to as photocurrents or photovoltages.
The intrusion of additional parameters also made it clear that a single
measurement of either voltage clamp or current clamp is insufficient to
determine all the unknown parameters; a minimum of two independent
measurements are needed to determine all electrical parameters in the
equivalent circuit description. In the absence of the “other” measurement,
there are two possible sources that contribute to the increase of measured
currents: light may generate additional emf (photoemf) and/or additional
conductance (photoconductance). These complications were not antici-
pated in classical electrophysiology. But the recognition of the missing
“unknown” measurement method converted a blind trial and error to a
more directed search of new method of measurement (heuristic search).

The presence of two interfaces in a biomembrane, as compared to
photodiodes, is yet another complication. A photodiode has one active
interface where charge separation occurs: the pn junction. Light-induced
charge separation in a BLM system (or anymembrane-basedmodel systems),
in which coupled ICTs occur, involves two interfaces: the two membrane–
water interfaces, which productive charge separation must traverse. More-
over, the two interfaces are not too far apart; a small distance of about 100 Å
separates the two membrane–water interfaces. This small distance is on a
spatial scale too small to be considered macroscopic and too large to be
considered microscopic. The spatial scale was often referred to as mesoscopic.
As we shall see, the latter feature has a significant impact on interpretation of
electrical data, which was not foreseen in classical electrophysiology, and
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which was a source of confusion in the literature of photoelectric effects in
biomembranes and model membranes. The ubiquitous presence of reverse
chemical reactions added an additional complication, since ICT reactions are
not exempted from the complication of reverse reactions. At least part of the
confusion that occurred in the literature was caused by the undeclared and
unproven assumption that interfacial charge movements are rectified, just like
photodiodes, and reverse reactions were thus unjustifiably excluded from
consideration. However, the presence of reverse charge transfer reactions
makes it possible to observe photoelectric signals like alternating electric
currents. This seemingly remote possibility becomes a reality because of the
ultrathinness of a BLM. The close proximity of the two interfaces allows the
electrical event at one interface to influence the electrical event at the other
interface, and vice versa. In other words, photoelectric signals areAC coupled
across the membrane. We therefore need to distinguish between two types
of photoelectric signals.

Constant illumination eventually leads to a steady state, in which a
constant photoelectric current flows through the membrane. It is similar
to direct currents, which we encountered in conventional electricity. We
shall refer to it as the DC photoelectric effect, and the measured steady-state
photocurrent shall be called a DC photocurrent. Often, the system behavior
could be better understood if the experimenter probes the kinetics of the
model system with a brief light pulse to elicit a transient photocurrent. As
we shall demonstrate, the observed photosignals are predominantly transient
signals much like conventional AC currents. We shall refer to the measured
photocurrent as an AC photocurrent. We shall refer to the corresponding
phenomenon as the AC photoelectric effect. In hindsight, it should not have
had to take a pulsed light experimental regime to bring our attention to the
possible presence of AC photoelectric signal. A steady-state measurement of
DC photoelectric signals often included transient spikes at the onset of
(square wave) illumination and at the end of illumination. However,
humans’ habitual assumption that biological systems are inherently too
complex to be amenable to simple explanations steered investigators away
from seeking simple explanations instead. Perhaps biologists need to be
constantly reminded of Ockham’s razor.

3. A Simple Pigment-Containing Model

BLM System

The first step of our analysis is to establish a theoretical framework that
allows for a mechanistic understanding of photosignal generation. The
analysis presented in the previous section serves to remind us that what
we were to analyze was neither a pure electrical system nor a pure photo-
chemical system since interactions between electrical and chemical events
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were to be expected. To address the essence of this new feature, we must
choose a bare-bone model system that still captures the essence of coupled
ICT reactions in a BLM. We thus initially shied away from using naturally
occurring pigments. We must implement an uncomplicated charge transfer
reaction in the BLM environment. From previous works of Fuhrhop and
Mauzerall [26,27], it was known that magnesium porphyrins, such as
magnesium mesoporphyrin IX and magnesium octaethylporphyrin
(MgOEP), undergo reversible one-electron redox reaction, when these pig-
ments are coupled to a pair of redox reagents, such as potassium ferricyanide
and potassium ferrocyanide.

Pþ Fe CNð Þ3�6 >Pþ þ Fe CNð Þ4�6 ;

where P and Pþ are the ground state neutral magnesium porphyrin and the
corresponding oxidized monocation, respectively. It turned out that
the oxidized porphyrin monocation Pþ is thermodynamically stable.
The photochemistry is thus simple and devoid of unwanted side reactions.
Thus, we had a simple light-pumped photochemical reaction cycle:

P* + Fe(CN)6
3-

P + Fe(CN)6
3-

P++ Fe(CN)6
4-

hu

where P* is the neutral magnesium porphyrin in the excited state. As we
shall see, the second system to be analyzed in this chapter is also featured
with a more complex photochemical cycle or, in brief, photocycle: light
pumps a cyclic regime of charge transfer reactions. When the photocycle is
implemented in an environment of membrane–water interfaces, a solar cell
is formed.

To configure the magnesium porphyrin photocycle to serve the purpose
of solar energy conversion, magnesium porphyrins must be incorporated
into the BLM so that light-driven electron transfer reactions take place
across the membrane. A simple partial organic synthesis renders magnesium
porphyrins hydrophobic so as to be confined to the membrane phase. Light-
driven electron transfer reactions could then take place between the mem-
brane-bound pigment and the aqueous-borne redox reagents, potassium
ferricyanide, and potassium ferrocyanide. By adding a long-chain alcohol,
n-amyl alcohol, to its two carboxylic side chains, magnesium mesopor-
phyrin IX can be esterified and rendered sufficiently hydrophobic. MgOEP
is naturally hydrophobic and it was used without further modification.

As shown in Fig. 2, P, P*, and Pþ are membrane bound, whereas
FeðCNÞ3�6 and FeðCNÞ4�6 are hydrophilic and are therefore confined to
the aqueous phases. The segregation of the participating reactants forces
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Figure 2 A simple light-driven electron pump. The bilayer lipid membrane (BLM) contains
a lipid-soluble magnesium porphyrin and separates two aqueous phases with asymmetric
compositions of potassium ferricyanide (electron acceptor) and potassium ferrocyanide
(electron donor). The symbol P stands for the ground state pigment, P* for the excited
state pigment, and Pþ for the oxidized form of the pigment (monocation). P and P* are
electron donors and Pþ is the electron acceptor. Interfacial electron transfer reactions
occur between the membrane-bound pigment and the aqueous-bourne electron donor/
acceptor. Electrons are preferentially transported from the reductant side (where the
donor concentration is higher than the acceptor concentration) to the oxidant side
(where the acceptor concentration is higher than the donor concentration). Diffusion
of P and Pþ across the membrane enables the coupling the two separate interfacial
electron transfer reactions, thus generating a net transport of electrons from the donor
side to the acceptor side. The reverse reaction at the oxidant interface is also shown. The
equivalent circuit is shown at the bottom. The photoemf Ep(t) with its internal resis-
tance, Rp, is connected in series with chemical capacitance,Cp, and transmembrane DC
resistance, Rs. Cp provides the pathway for the AC photocurrent. Rs is the resistance
encountered by the DC photocurrent. The latter is a function of mobility of P and Pþ

inside the membrane. The ordinary membrane (ionic) resistance, Rm, and capacitance,
Cm, are placed in parallel with the photoemf. The access impedance (resistance), Re,
includes the amplifier input impedance, the electrode impedance, and the impedance of
the intervening electrolyte solution. Adapted from Ref. [32].
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the previously described electron transfer reactions to take place across
membrane–water interfaces. In fact, there are two interfacial electron trans-
fer reactions, one at each membrane–water interface. These two reactions
are chemically coupled by means of diffusion of P* and Pþ in the transmem-
brane directions. The electron transfer reactions could be made to take place
preferentially from one side of the membrane toward the other side, if the
redox reagents are distributed asymmetrically in the two aqueous phases.
A DC current could be detected and it represented the net vectorial charge
transport across the membrane. Routinely, one aqueous phase (called the
oxidant side or the electron acceptor side) contains predominantly ferricya-
nide, Fe(CN)6

3 �, and the other aqueous phase (called the reductant side or
the electron donor side) contains predominantly ferrocyanide, FeðCNÞ4�6 .
The energy that drives the electron transport in the absence of illumination
was previously stored as a transmembrane gradient of Fe(CN)6

3 � and
FeðCNÞ4�6 . Because of the aqueous asymmetry, there exists a concentration
gradient of Pþ: its concentration is higher on the oxidant side than on the
reductant side. A similar concentration gradient of system of P of opposite
polarity also exists. In the absence of illumination, the transmembrane
chemical potential of the ferricyanide/ferrocyanide redox couple drives the
transmembranemigration of neutral pigment P andmonocationic porphyrin
Pþ in opposite directions, thus resulting in the generation of a transmem-
brane electric potential difference. An equilibrium is established when the
transmembrane electrical potential balances the transmembrane chemical
potential, similar to what transpires in the formation of a diffusion potential
in nonpigmented BLM. In the absence of illumination, a dark emf and a dark
steady current can be measured under open-circuit or short-circuit condi-
tions, respectively. The dark electric phenomenon reflects the redox reac-
tions implemented in a three-phase environment in accordance with the
reversible one-electron transfer reaction: P þ FeðCNÞ3�6 > Pþ þ
FeðCNÞ4�6 . Needless to say, the uncomplicated photochemical regime vastly
simplified the interpretation of photoelectric signals. However, the dark
electric phenomenon is not what we set out to study. Rather, they represent
the background signal, on top of which photoelectric events take place.

Under illumination with a constant light source, forward electron trans-
fer from P* to FeðCNÞ3�6 is much enhanced, and the above-mentioned
photocycle is thus kicked into action. When this enhancement takes place
in a membrane system configured as in Fig. 2, an additional steady current
can be measured under short-circuit conditions. This additional component
is defined as the DC photocurrent. The experimentally observed DC dark
current and DC photocurrent have the same polarity that is consistent with
a net electron movement from the reductant side to the oxidant side. That
is, the DC current flows from the oxidant side across the membrane to the
reductant side. So far, we have just considered steady-state electrical behav-
ior of the model system. When a constant light source is suddenly turned
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on, a transient signal precedes the steady-state photocurrent. Likewise,
another electric transient follows the steady-state photocurrent when the
constant illumination is suddenly terminated. These transient currents are
intimately related to the AC photoelectric effect. But the characteristic “on”
spikes and “off” spikes look like the response of an electric differentiating
circuit, thus inspiring the designation of differential responsivity to the collec-
tive behavior of photoelectric phenomenon in the literature.

3.1. The Significance of Reverse Electron Transfers and the
AC Photocurrent

At first glance, the transient currents mentioned above looks remarkably
similar to the transient signals when a square pulse of electric signal passes
through an RC circuit such as a high-pass filter (a differentiating circuit). In
the literature of photoelectric biomembranes, these transient electric signals
were thought to reflect the interaction with the ever-present membrane
capacitance arising from the insulating dielectric of phospholipid bilayers. In
reality, it turned out to be more complicated than that. For nearly a quarter
century, the literature was filled with conflicting interpretations and para-
doxes. The version to be presented here is perhaps the simplest and yet still
self-consistent interpretation. But that is for the readers to judge by them-
selves. Readers are also referred to some key references that advocated
alternative views [20,28,29].

It can be shown rigorously that the transient electric phenomenon reflects
the reverse electron transfer reactions at the twomembrane–water interfaces,
especially the oxidant side [18]. That this transient signal is readily detectable
by an externally located current-measuring device is a consequence of
ultrathinness of the membrane; the signal is AC coupled through the mem-
brane. In addition to the forward electron transfers taking place at the two
membrane surfaces, there exist two reverse electron transfer reactions, one
each at the twomembrane–water interfaces, which tend to drive the electron
movement in the opposite direction. From the point of view of photon
energy conversion, only net forward electron transfers are considered pro-
ductive. These reverse electron transfer reactions are counterproductive,
since forward charge transfers are, at least, partially canceled by subsequent
reverse transfers. The DC photocurrent reflects the difference between
forward charge transfers and reverse charge transfers. The reverse reactions
take place even during illumination (implying the lack of rectification).
However, as long as illumination is maintained, the system will reach a
steady-state and a steady-state photocurrent can be observed. The steady-
state photocurrent is sustained by a continuous input of light energy, that is,
the electron transfer system is being pumped by light energy. As we shall
demonstrate experimentally, the magnesium porphyrin–BLM system does
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not exhibit rectification. Therefore, rectification, while desirable, is not a
prerequisite of photon energy conversion.

The reverse reactions make their prominent presence when the mem-
brane is illuminated with a brief (microsecond) pulsed light. Upon illumi-
nation with such a pulsed light, a transient photocurrent can be detected
[30]. This transient photocurrent flows initially in the same direction as the
DC photocurrent but subsequently reverses its polarity. For reasons
explained elsewhere [18,19], the microsecond transient photocurrent
reflects predominantly the reverse electron transfer reactions; the steady
current that reflects the net electron transfer is dwarfed in amplitude by
comparison with the transient current. This transient photocurrent turned
out to be the AC photocurrent alluded to in the previous section. An AC
photocurrent results in no net charge transfer, since the amount of charge
recombination cancels the amount of charge separation completely. If,
however, a steady illumination lasting longer than milliseconds is applied,
the transient photocurrent becomes much smaller. The reverse electron
transfers may still show up in the photocurrent recording if a steady light of
constant intensity is suddenly turned on or turned off. The superficial
difference in waveform of the pulsed light-induced photosignal and the
steady light-induced photosignal can be reconciled in terms of the equivalent
circuit shown in Fig. 2. The detailed explanation will be presented next.

3.2. Equivalent Circuit Analysis

It has been established rigorously [18] that the measured photocurrent can
be simulated by an equivalent circuit shown in Fig. 2, in which the driving
potential, the photoemf, Ep(t), follows exactly the time course of the
illuminating light pulse. Essentially, Ep(t) drives a current through the
membrane that is AC coupled via the RC circuit comprising Rp and Cp.
The combination of Rp and Cp essentially forms a high-pass filter circuit.
That is why photocurrent elicited by a microsecond light pulse contains
predominantly AC components. The presence of Rs allows a DC photo-
current to go through the membrane, but this component is not AC
coupled and is not preferentially amplified at high frequencies (i.e., micro-
second time scale). Thus, not all transiently separated charges subsequently
recombined. This portion of photocurrent that manages to leak through
the membrane represents a net charge transfer and a net light energy
conversion.

The introduction of the capacitative element Cp inadvertently elicited a
controversy that lasted for almost a quarter century. A significant number of
investigators claimed that Cp was actually the ordinary membrane capaci-
tance Cm in disguise and that Cp was an algebraic artifact. We provided
proof that it is impossible to reduce the capacitative element Cp to the
ordinary membrane capacitance Cm, on the basis of charge distribution
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patterns on the fundamental capacitance elements, known as geometric
capacitance and diffuse double layer capacitance [31]. Thus, Cp and Cm

are physically distinct entities. This new capacitance stems from interfacial
electron transfers. We named it chemical capacitance. An equivalent circuit
that incorporates this capacitance is shown in the bottom part of Fig. 2. The
interfacial resistance, Rp, can also be regarded as the internal resistance of
the photocell. Also included is the transmembrane resistance, Rs, which
provides the transmembrane pathway for the pair of electron shuttles, P and
Pþ. Circuit analysis indicates that the photocurrent decays in a single
exponential term:

I tð Þ ¼ Ep tð Þ
Rp

� 1

tp
� 1

RpCp

� �ðt
0

Ep uð Þ
Rp

exp
u� t

tp

� �
du; ð3Þ

where

1

tp
¼ 1

RpCp

þ 1

RsCp

: ð4Þ

If the light pulse is sufficiently brief, it can be represented mathematically
by a d- function, thus yielding a transient photoemf: Ep(t) ¼ E0d(t). The
photocurrent becomes

I tð Þ ¼ E0

Rp

d tð Þ � 1

tp
� 1

RpCp

� �
exp � t

tp

� �� �
: ð5Þ

The signal rises as a sharp peak and then reverses its polarity immediately;
it subsequently decays with a single exponential time constant.

3.3. Effect of Access Impedance

It turned out that a voltage-clamp measurement of the photosignals was not
so straightforward. In principle, a short-circuit condition can be met if the
input impedance of the current-measuring device is smaller than the source
impedance of the membrane. For a BLM membrane without an
incorporated pigment, an electrode resistance of a few kiloOhms is consid-
ered negligible, since a BLM membrane possesses a high source impedance
of the magnitude of the order of megaOhms.

A light-sensitive BLM deserves special attention. The presence of Cp

drastically diminishes the “internal” impedance of the membrane (source
impedance). As a consequence, an electrode resistance of 20 kO (that of a
pair of calomel electrodes) renders the measurement condition virtually open-
circuit, since the source impedance drops dramatically to about the same
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order of magnitudes at the megaHertz frequency range. Thus, the electrode
resistance is hardly negligible, and the membrane was not effectively short-
circuited right at the membrane surfaces. The impedance that is located
between the two membrane surfaces and the two device-input terminals is
called the access impedance, which is depicted as Re in Fig. 2. The electrode
resistance is the major contributor to the access impedance. The intervening
solution between the electrode tips and the membrane surfaces also con-
tributes to part of the access impedance. At the submicrosecond range, even
an access impedance of 380 O is not negligible.

The tricky part was that the investigator would not be aware of this
pitfall until they realized that Cp exists. It was difficult to suspect a
heretofore unknown entity as the culprit of a variety of inexplicable incon-
sistencies that subsequently appeared in the literature. Of course, once
suspected, the inclusion of Cp in the equivalent circuit resolved almost all
puzzling “paradoxes.” While it is difficult to eliminate the influence of the
access impedance, its effects can be readily included in the analysis.

The price to pay in a measurement with nonzero access impedance is
that the near-short-circuit current so measured is distorted by interactions of
the RC circuit. The experimental condition is not strictly a short-circuit
one (voltage clamped). It is better to refer to the measurement as a near-short-
circuitmeasurement. We found experimentally that the relaxation of the AC
photocurrent varies with the electrode resistance. In other words, the access
impedance is modulating the photosignals, and the true short-circuit signals
are not directly measured.

By deliberately adding additional series resistance to the existing access
impedance, we found that the observed AC photoelectric signal to be
profoundly affected by the change of access impedance. Thus, the two
exponential decays cannot and should not be directly interpreted as the
underlying chemical relaxations. The common practice of directly inter-
preting the measured relaxation kinetics as the true ones contributed to
confusion that stretched over a quarter century. The true time course of the
photocurrent could only be recovered by deconvolution of the measured
signals (the process of distorting the signal by means of a prescribed algo-
rithm is mathematically called a convolution). The resulting photocurrent
now decays in two exponential terms,

I tð Þ ¼
1
ts
� 1

RsCp

ReCm
1
ts
� 1

tl

� 	
ð t
0

Ep uð Þ
Rp

exp
u� t

ts

� �
du

�
1
tl
� 1

RsCp

ReCm
1
ts
� 1

tl

� 	
ðt
0

Ep uð Þ
Rp

exp
u� t

tl

� �
du;

ð6Þ
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where ts and tl are defined by the following equations:

1

ts
¼ 1

2

1

RpCm

þ 1

tp
þ 1

tm

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

RpCm

þ 1

tp
þ 1

tm

� �2

� 4
1

RpCmRsCp

þ 1

tptm

� �s2
4

3
5;

ð7Þ
1

tl
¼ 1

2

1

RpCm

þ 1

tp
þ 1

tm

� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
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þ 1

tm

� �2

� 4
1

RpCmRsCp

þ 1

tptm

� �s2
4

3
5:

ð8Þ

The parameter tp is defined in Eq. (4), and the parameter tm is defined
by the following equation:

1

tm
¼ 1

ReCm

þ 1

RmCm

: ð9Þ

By settingRs to infinity, the DC component becomes zero. Again, given
a d-function-like impulse of illumination, the observed AC photocurrent
will decay in two time constants, ts and tl.

IAC tð Þ ¼ E0

RpReCm
1
ts
� 1

tl

� 	 1

ts
exp � t

tp

� �
� 1

tl
exp � t

tp

� �� �
: ð10Þ

Note that Eq. (10) consists of two exponential terms of opposite polarity.
The two time constants, ts and tl, are neither tp nor tm but rather a mixture
of a number of RC constants including tp and tm. However, the intrinsic
relaxation time constant tp can be recovered by deconvolution. In fact, the
pair of simultaneous Eqs. (7) and (8) can be solved for Rp and Cp in terms of
the remaining parameters. These remaining parameters are all experimen-
tally measurable. It can be shown that unique solutions for Rp and Cp do
exist [18]. The scale factor E0 can be determined by normalization of the
computed waveform against the measured one. Thus, the equivalent circuit
is completely defined by experimental measurements, and there are no
freely adjustable parameters. Figure 3 shows both the actually measured
signal and its agreement with the computed signal.

The full equivalent circuit predicts that the time course of the observed
photosignal is strongly dependent on the access impedance, Re (Fig. 4).
Under short-circuit conditions when Re is much smaller than the source
impedance, all the photocurrent proceeds to the external measuring device.
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The photosignal decays in a single exponential time constant, tp, which is a
function of Cp, Rp, and Rs but not of Rm and Cm. To a good approxima-
tion, tp is equal to RpCp, since Rs is much greater than Rp. Under open-
circuit conditions when Re is much greater than the source impedance, all
the photocurrent proceeds to charge Cm and the photosignal relaxation will
then be dominated by the membrane RC relaxation with a decay time
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Figure 3 Comparison of experimentally measured and computed photoelectric responses. The
BLM contains about 5 mM magnesium mesoporphyrin IX di-n-amyl ester. Both
aqueous phases contain 1 M NaCl and 10 mM phosphate buffer at pH 7.2. In addition,
the oxidant side contains 20 mM potassium ferricyanide and 0.5 mM potassium ferro-
cyanide, and the reductant side contains 20 mM potassium ferrocyanide (the omission
of potassium ferrocyanide at the reductant side has no major effect on the transient
photoelectric signal). The access impedance is 5.1 kO in Record A and 380 O in
Record B. The instrumental time constant is 1.5 ms in Record A and 150 ns in Record
B. The photoemf follows the time course of the power (intensity) of the dye laser pulse
(output 590 nm). The amplitude of the photoemf is obtained by normalization of the
peak. All the input parameters used for computation are experimentally measured.
There are no freely adjustable parameters except the normalization factor. Adapted
from Refs. [32] and [33].
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constant of RmCm.However, when the access impedance is matched to the
source impedance, the photocurrent splits into two branches: one branch
proceeds to charge Cm and the other flows to the external detector (either a
voltage or a current meter). The photosignal relaxation then reflects the
interaction of the two RC networks and decays in two exponential time
constants, which are neither RpCp nor RmCm. The time constant tp can be
recovered by deconvolution, using only parameters that can be determined
experimentally. Contrary to the common practice of curve fitting with a
number of adjustable parameters, the present scheme has no freely adjustable
parameters. We observed that when Re is comparable to the source imped-
ance of the membrane, data obtained by deconvolution are more accurate
than when Re is at its extreme values (i.e., much greater or much smaller
than the source impedance). In fact, individual values ofRp andCp can be so
determined, whereas in a short-circuit measurement, only the product,
RpCp (but not the individual values of Rp and Cp), can be determined.
We routinely “tuned” the value Re in order to optimize the measurements
of Rp and Cp. For this reason, this method is named the tunable voltage-clamp
method [32,33].
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Figure 4 The photosignal relaxation time courses are calculated in accordance with the equiva-
lent circuit shown in Fig. 2. Two types of illumination are considered: brief d-function-like
light pulse and long square-wave light pulse. Note that the relaxation time course
changes with the change of the discharging time constant, tm, as defined by Eq. (9).
Under open-circuit conditions (i.e., Re ¼ 1), the photosignal relaxes in two exponen-
tial time constants, ts and tl, of which the longer one, tl, approaches the membrane RC
relaxation time constant, RmCm. Under short-circuit or near-short-circuit conditions,
the photosignal generated by a long square light pulse exhibits an “on” spike and an
“off” spike, as expected for a linear high-pass RC filter. This characteristic waveform
may disappear if tm exceeds a critical value, tmc. Adapted from Ref. [19].
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The dramatic transformation of photosignals when the duration of
illumination was progressively increased from a brief light pulse to a steady
square-wave pulse was demonstrated by photoelectric data taken from a
cyanine dye-containing BLM, with an electron donor present in one of the
two aqueous phases [34] (Fig. 5). The complicated transient waveform at
the onset and the cessation of illumination can be understood in terms of the
same equivalent circuit presented in Fig. 2.

Here, a technical comment is in order. Superficially, a voltmeter is for
measuring open-circuit voltages, and an ammeter is for measuring short-
circuit currents. In measuring electric signals in a BLM system, especially a
pigment-containing BLM system, the task is far trickier than expected by an
unsuspicious investigator (ourselves included before we recognized the
pitfall), and an additional precaution must be kept in mind. Thus, a regular
voltmeter cannot be used to measure membrane voltage because the BLM
system has inherently high (source) impedance. An electrometer (with input
impedance as high as 1016 O) is required. Likewise, a picoammeter might
not be suitable for measuring short-circuit currents in a pigment-containing
BLM, since the source impedance might be unexpectedly low. An intended
short-circuit measurement using a commercial picoammeter (input imped-
ance about 100 kO) could bring about a measurement condition that was
actually closer to open-circuit than to short-circuit conditions because the
source impedance at high frequency could be easily reduced to the order of
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Figure 5 Effect of changing the duration of the stimulating square-wave light pulse on the time
course of a photoelectric signal. A cyanine dye was adsorbed to one side of a planar BLM. An
electron doner was present in the same side of the aqueous phase. The successive
photovoltage responses to light pulses of increasing duration (1/125, 1/50, 1/25,
1/10, 1/5, 1/2, 1, and 4 s) are shown. The progressive waveform changes are consistent
with the equivalent circuit of Fig. 2, with Re ¼ 1. Adapted from Ref. [34].
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10 kO (that of Rp). This was exactly the case of measurements found in Ref.
[35]. There was a disturbing practice of citing the agreement with the
following equation as proof of validity of measurements.

Isc tð Þ / dVoc tð Þ
dt

; ð11Þ

where Isc is the measured short-circuit current and Voc is the measured
open-circuit voltage. As explained elsewhere (Section 11.2 of Ref. [22]),
the time course of a measured short-circuit current never becomes propor-
tional to the first derivative of its corresponding open-circuit current, unless
one or both of them have been measured under incorrect conditions. The
agreement was telltale evidence for a technical failure: the short-circuit
measurement shown in Ref. [35] was actually carried out under near-
open-circuit condition. The culprit was the improper use of a picoammeter
in measuring short-circuit currents in a light-sensitive BLM.

The concept of chemical capacitance also offered a simple explanation
why a pulsed light-induced photosignal measured in high-frequency ranges
consists of a negligible contribution from the DC photocurrent. The DC
photocurrent was not absent but it was small compared to the magnitude of
noise when the AC photocurrent is properly measured. The built-in high-
pass filter consisting of Rp and Cp selectively suppresses slower electrical
signals and preferentially let faster ones pass through without attenuation.
This is precisely what a high-pass filter is supposed to do: suppress
low-frequency signals.

4. Bacteriorhodopsin: A Natural Light-Driven

Proton Pump

Next, we shall examine a photoconverting BLM system that possesses
the next level of complexity. In this case, the membrane-bound pigment
being used is called bacteriorhodopsin (bR), which was discovered by
Oesterhelt and Stoeckenius in 1971 [36,37]. bR is the only protein com-
ponent of the purple membrane patch of Halobacterium salinarum (formerly
Halobacterium halobium). Its name reflects its chemical similarity to the visual
pigment rhodopsin; both contain a covalently bound vitamin A aldehyde as
the chromophore, and both consist of seven segments of transmembrane
a-helices with C-terminus located on the cytoplasmic side and the
N-terminus on the opposite side. Its photochemistry is characterized by a
cyclic photochemical reaction scheme (photocycle). The cyclic reaction
scheme is pumped by light, resulting in the transport of protons from the
cytoplasmic side of the purple membrane to the extracellular side. bR is
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one of the best understood ionic pumps (for general information, see Refs.
[38–48]). In contrast to the rather labile pigment rhodopsin, bR is excep-
tionally stable. Over the past few decades, bR was one of the most popular
biomaterials to be exploited for biomolecular sensor research and develop-
ment. Interested readers are referred to Refs. [49–57].

Rhodopsin and bR exhibit similar AC photoelectric signals in their
native membranes. The early receptor potential (ERP)—the AC photo-
electric signal in a visual membrane—consists of two electric components: a
faster R1 component that is temperature insensitive and a slower R2
component that can be reversibly inhibited by low temperature (0 �C)
[58,59]. The similarly behaved ERP-like signal components in the purple
membrane were named B1 and B2, respectively [60].

There was a long-standing controversy regarding the molecular mecha-
nism of the ERP. Our concurrent studies of the Mg-porphyrin-containing
BLM and reconstituted bR membranes helped elucidate the molecular
mechanism in a unique way because these studies led to insights that
would be hard to come by had we studied only one of them but not the
other. Historically, the ERP has been interpreted as the electrical manifes-
tation of light-induced intramolecular charge displacement in rhodopsin.
An examination of the AC photocurrent in the Mg-porphyrin BLM system
reveals that the signal shares all the major characteristics of the ERP (Table 1
in Ref. [18]). Most notably, ERP was found to be an AC signal that satisfies
the zero time-integral condition [61], which is a hallmark of almost purely
AC photosignals. This suggests that an ICT can be an alternative mechanism
for ERP generation; an intramolecular charge displacement is not the
only possibility. In addition, the two mechanisms are not mutually
exclusive, in principle.

It has long been known that the ERP R2 component is time-correlated
with the spectroscopic signal of the metarhodopsin I to metarhodopsin II
reaction [59], which involves the binding of a proton from the (cytoplas-
mic) aqueous phase [62,63] and which is one of the key steps of rhodopsin
photobleaching reactions, leading to visual transduction [64]. Thus, in
principle, the R2 signal may be generated by an ICT mechanism in which
the charged species being transferred is proton. In the latter case, we
expected the rate of the reverse reaction to be profoundly influenced by
variations of the pH in the surrounding aqueous phase. However, the
literature indicated that the two components of the ERP are pH indepen-
dent in the physiological range of pH 5–8 [35] (see discussions in Ref. [65]).
The situation with the ERP-like signal elicited from reconstituted bR is
essentially the same [66]. We thus encountered an apparent paradox.

In bR membranes, interfacial proton transfer is, for obvious reason, an
obligatory process. The absence of a pH-dependent photoelectric signal was
therefore equally puzzling. However, from the point of view of equivalent
circuit analysis, the apparent paradox was more expected than puzzling.
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In other words, there is no real paradox. The apparent paradox was a
consequence of a hidden parameter chemical capacitance, which unexpectedly
distorts the measured kinetics. Recall that the true kinetics could only be
recovered by means of deconvolution. The distortion would be minimal if
the measurement conditions were close to short circuit. We were able to
achieve the latter condition by means of the tunable voltage-clamp method.
Since all previous measurements of the ERP and the ERP-like signal in
reconstituted bR membranes were measured under open-circuit condi-
tions, the apparent lack of pH dependence could be readily understood
and the apparent paradox could then be resolved by the following consid-
eration. Being predominantly RC relaxation of Rm and Cm, the open-
circuit data are devoid of any significant kinetic content (explained in detail
in Ref. [19]).

Shown in Fig. 6 are data of a bRmodelmembrane,measured under a near-
short-circuit condition. There are two observable components in the
measured signal. A faster component B1 appeared immediately upon light
stimulation, just like theR1 component of the ERP. A slower component B2
with the opposite polarity is sensitive to temperature, just like theR2 compo-
nent of the ERP.The apparent temperature sensitivity of theB1 component is
the effect of overlapping kinetics of the two components (see Fig. 6 legend for
explanation). However, unlike the R2 component of the ERP, the B2
component exhibits significant pH dependence, as explained earlier.

Of course, the validity of our analysis is contingent on the universality of
the equivalent circuit, which was previously devised to account for the
behavior of Mg-porphyrin-containing BLM specifically. Instead of
performing an exhaustive number of experiments to demonstrate (but not
to prove) its generality, we resorted to an inquiry toward possible molecular
mechanisms of light-induced charge separation.

There is an additional complication. Whereas the Mg-porphyrin BLM
model system consists of a single reversible electron transfer reaction, the bR
photosignals consists of multiple AC components in addition to a DC
component. The presence of two or more components of AC photocurrent
posed a problem for serious quantitative tests of the equivalent circuit, as
applied to bR data. The large number of adjustable parameters would make
a fit between a measured signal and the equivalent circuit fortuitous or even
meaningless. Therefore, the first step should be an unequivocal decomposi-
tion of the multiple component signal. The common practice in solution
phase photochemistry is to decompose a transient photosignal into as many
individual exponential components as required. But this practice leads to
direct violation of the zero time-integral condition. In fact, each compo-
nent has a nonzero time integral and is therefore not an AC photosignal at
all. This consideration shows that curve fitting does not always yield
meaningful components. However, if an investigator disregarded or dis-
missed the presence of chemical capacitance, such a pitfall seemed
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nonexistent or immaterial. It took a blatant inconsistency between data
reported by various laboratories to bring about the peril of ignoring
chemical capacitance (see Table 1 of Ref. [67]).

5. Oriented Dipole Mechanism Versus

ICT Mechanism

In validating two rival theoretical models, we avoided the unproven
assumption that only one of the two models could be correct. As will be
shown below, both are valid but they pertain to different components of the
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Figure 6 Temperature and pH dependence of the photosignal from a bacteriorhodopsin thin film
reconstituted by means of the method of Trissl and Montal. The B1 component has a positive
polarity and the B2 component has a negative polarity. The signals (A–E) were
measured under near-short-circuit conditions. It is shown that either low temperature
(5 �C) or low pH (3) reversibly diminishes the B2 amplitude. The concurrent increase
of the B1 amplitude is more apparent than real. As shown schematically in (F), the B1
decay and the B2 rise have considerable overlap. Therefore, a reduction of the B2
amplitude leads to an apparent increase of the B1 peak even if the B1 amplitude remains
constant. Adapted from Ref. [60].
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AC photoelectric signal. Here, we shall interpret the equivalent circuit in
terms of what is currently known about the sequence of molecular processes
of light-driven proton translocation in bR membranes. The detailed math-
ematical derivation can be found in Ref. [65].

With the help the known molecular structure of bR and several photo-
intermediates, the sequence of proton translocation is known [38–48].
Basically, there exists a proton conduction pathway consisting of a hydro-
gen-bonded network and extending from the intracellular surface to the
extracellular surface. Proton translocation starts with light-induced isomer-
ization of the chromophore (attached covalently to Lys-216 via a Schiff base
linkage) from all-trans configuration to 13-cis. Photoisomerization causes the
retinal Schiff base to suddenly lower its pKa and to initiate deprotonation.
The primary acceptor of the Schiff base proton is Asp-85. The remaining
reactions of the photocycle are thermally driven. The first half of the
photocycle is dominated by the transfer of a proton from the retinal Schiff
base, first to Asp-85 and eventually to the extracellular aqueous phase. The
active site of this sequential transfer is the highly polarized bound water 402,
which is hydrogen-bonded to the protonated retinal Schiff base and two
anionic aspartates, Asp-212 and Asp-85. The release of proton from the
deeply buried Asp-85 to the extracellular space requires the participation of
Arg-82, Tyr-57, Glu-194, and Glu-204 which, together with six bound
water molecules, form a column of hydrogen-bonded networks. The
second half of the photocycle is featured by reprotonation of the Schiff
base from Asp-96, which, in turn, accepts a proton from the cytoplasmic
space via another hydrogen-bonded chain with four bound water molecules
in a single file. Kinetically, the action of the protonation switch, from an
extracellular access to an intracellular access, takes place during the
M1 ! M2 step. The M1 ! M2 transition incurs a major conformational
change and a large entropic change; the probability of charge recombination
is greatly diminished by virtue of this protonation switch. This transition is
unidirectional under some conditions but reversible under others.

Schematically, the light-induced proton translocation can be cast in
terms of a light-induced coupled consecutive proton transfer reactions, as shown
in Fig. 7A [68]. Consecutive proton transfer reactions are coupled in the
sense that the reactants of a reaction are actually the products of the
preceding reaction and the products become the reactants of the reaction
immediately following it. A3H and A3

� are the protonated and deprotonated
Schiff base, respectively. Only five proton-binding sites are shown in the
diagram for simplicity. A1 and A5 are the proton uptake and release sites at
the cytoplasmic and extracellular surfaces, respectively. It is similar to the
scheme of coupled consecutive electron transfer reactions found in the
photosynthetic reaction center of Rhodopseudomonas viridis. The scheme
shown in Fig. 7B was constructed in accordance with the known crystal
structure of the reaction center [69]. A similar coupled consecutive electron
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transfer reaction scheme can be constructed using detailed structural and
functional information accumulated over several decades in green plant
photosynthesis. A simplified and highly readable summary of green plant
photosynthesis can be found in Ref. [70].

A

Cytoplasmic
space

Membrane
phase

Extracellular
space

H3O+

H2O

H3O+

H2O

A1
–

A1H

A3
–

hn

A3H

A5
–

A5H

A2H

A2
–

A4H

A4
–

Periplasm Membrane Cytoplasm

Cyt c2
3+

Cyt c2
3+

Cyt c2
2+

Cyt c2
2+

Cyt3+

Cyt2+

B

H3O
+

H3O
+

H2O

H2O

SP+

SP

hn
BCh–

BCh

BPh

BPh–

Cyt b/c1
3+

Cyt b/c1
2+

H+

½QB

½QBH2

½QBH2

½QB

Q
.

A
–

QA

Figure 7 Coupled consecutive proton transfer reactions along a proton transport chain in the purple
membrane (A) and coupled consecutive electron transfer reactions along an electron transport chain in
the reaction center of Rhodospseudomonas viridis (B). (A) The actual number of binding sites is
not precisely known. For simplicity, only five binding sites (A1 through A5) are shown.
SiteA3 is proton-binding site of the Schiff base linkage between retinal and Lys-216. Two
adjacent sites, A2 and A4 are Asp-96 and Asp-85, respectively. Additional sites exist
between sites A4 and A5, and also possibly between A1 and A2. It is understood that the
Schiff base is neutral when unprotonated, and is positively charged when protonated.
Reverse proton transfer reactions are not shown. Adapted fromRef. [68]. (B) SP, “special
pair” (bacteriochlorophyll dimer); BChl, monomer bacteriochlorophyll; BPhe, bacterio-
pheophytin; QA, the tightly bound quinone; and QB, the loosely bound quinone.
The electron transfer reactions in the cytochrome b–c1 complex are simplified to become
a single step; so are those in the four bound cytochromes on the periplasmic surface. Cyt c2
is the peripheral protein cytochrome c2. The dotted arrows indicate the diffusion of QB

and cyt c2. The concurrent proton–electron transfers occur when quinones are converted
to hydroquinones, and vice versa. The involvement of quinines converts a basically
transmembrane electron gradient into a transmembrane proton gradient. The converted
energy is stored as a transmembrane proton gradient. Adapted from Ref. [49].
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It is to be noted that the scheme in Fig. 2 represents perhaps the simplest
of coupled consecutive electron transfer reactions in membranes. An
important and well-established fact regarding the latter scheme is the pres-
ence of a reverse reaction (charge recombination) for each forward electron
transfer (charge separation). It is therefore natural to include a reverse charge
transfer reaction for each forward charge transfer reaction, including the
two interfacial reactions, in the schemes of Fig. 7A and B. Figuratively, the
scheme looks like the electric current flows in a cascade of RC circuits, in
which the AC currents resemble the reverse electron transfers. In reality,
this analogy is more than just figurative, because its equivalent circuit turned
out to be a cascade of RC circuits, in which the capacitative elements are
nothing but the chemical capacitance.

Thus, two types of charge separation must be considered (Fig. 8). For
example, the forward proton transfer from site A3 to site A4 results in the
formation of a transient array of electric dipoles, which disappears upon
charge recombination. This process is tantamount to charging and dischar-
ging of a capacitance and the process thus manifests as an AC photoelectric
signal. This process is depicted in Fig. 8 as the oriented dipole (OD)
mechanism of AC photocurrent generation.

The interfacial proton transfer constitutes another kind of charge sepa-
ration because binding a proton at the cytoplasmic side leaves behind a
counterion in the adjacent aqueous phase (the diffuse double layer). The
charge recombination is the reverse interfacial proton transfer by means of
which the bound proton is released into the same aqueous phase, resulting
in no net proton transport. This is similar to the interfacial electron transfer
mechanism mentioned earlier and can be generalized as the ICT mechanism
of AC photocurrent generation. It is obvious that the interfacial proton
release at the extracellular surface along with its reverse reaction will lead to
the generation of yet another component of AC photocurrent of ICT
origin, the hypothetical B20 component.

The simple model depicted in Fig. 2 applies to both the Mg-porphyrin-
containing BLM and the reconstituted bR membranes. For the former
system, the species Aþ shown in Fig. 8 is the electron acceptor, and A is
the corresponding electron donor. For the latter system, Aþ is the proton
donor, hydronium ion, H3O

þ, and A is the corresponding proton acceptor,
water. Illumination with a light pulse of sufficiently short duration (about
1 ms) generates a transient sheet of space charge at the left surface of the
membrane and a corresponding surface potential there. This sheet of surface
charges will polarize both the adjacent (left) aqueous double layer and
the opposite (right) interface, since the membrane is sufficiently thin. It is
the polarization of the opposite aqueous phase that renders the transient AC
photoelectric signal directly measurable.

We further noted that there is a contrast between themembrane phase and
the aqueous phase. The ionic cloud relaxation time in the aqueous phase is in
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the subnanosecond range, whereas it lasts seconds or longer in the membrane
phase. In other words, on the time scale of photoelectric relaxation (micro-
seconds), the aqueous phase is in instant equilibrium but themembrane is far from
equilibrium (as far as charge distribution is concerned). Therefore, the
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proton acceptor or electron donor. The reverse reaction is also shown. The OD
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has the capacitance Cp. Adapted from Ref. [65].
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electrostatic description of the Gouy–Chapman theory is applicable in the
aqueous phase, whereas the constant electric field condition can be applied to
the membrane phase because the space charge in the membrane is confined to
the left surface and virtually fixed during the time scale of interest.

The potential profile and the space charge profile across the membrane
are shown in Fig. 9A. Electrification of the left interface leads to the
appearance of a positive surface potential at both interfaces. The surface
charges concentrating at the left interface are compensated by net negative
charges accumulating at both diffuse double layers. Interpretation of the
results in terms of an electric circuit (equivalent circuit analysis), however,
requires linearization of the equations that describe the potential profile and
the space charge profile. This treatment leads to a microscopic equivalent
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possible to interpret the potential and charge distribution profiles in terms of an
equivalent circuit shown in (B). The potential profile after linearization is also shown
in (B). Adapted from Ref. [18].
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circuit shown in Fig. 9B. The circuit contains two double layer capaci-
tances, Cd, the geometric (dielectric) capacitance, Cg, and an interfacial
resistance, Rp, representing the resistance encountered by the reverse
charge transfer at the interface. The corresponding potential profile of this
lumped circuit is also shown in Fig. 9B. The true chemical relaxation time
constant (i.e., the inverse of the pseudo-first-order rate constant) is therefore
RpCp. Note that the photoemf, E0

p, is inserted at the left interface. This
circuit indicates that there are two fractions of AC photocurrent. One
fraction reaches the opposite side of the membrane surface and polarizes
the opposite double layer and is thus externally observable. The other
fraction polarizes the adjacent double layer only and is therefore externally
unobservable by conventional methods. The equivalent circuit can be
further reduced to a simplified equivalent circuit, shown as the irreducible
equivalent circuit in Fig. 8, in which Cg and Cd are replaced by a single
capacitance, Cp, and E0

p is replaced by the effective photoemf, Ep, that is
externally measurable. A resistance,Rs, is added in parallel to Cp in Fig. 2 to
represent the pathway of the DC photocurrent.

The Gouy–Chapman analysis of the OD mechanism leads to a micro-
scopic equivalent circuit, which is similar to but slightly different from that
of the ICT mechanism, the main difference being the location of the
photoemf, E0

p. It is natural that the photoemf in the OD mechanism be
connected across the geometric capacitance, Cg, because the photocurrent
source is clearly located inside the bR molecule (Fig. 8). Macroscopically,
the equivalent circuit can again be reduced to one Cp connected in series
with Ep. In other words, both the OD mechanism and the ICT mechanism
share the same irreducible equivalent circuit (bottom part of Fig. 8).

Differentiation between the two mechanisms in relation to bR is possi-
ble on the basis of the law of mass action. An AC photosignal of ICT origin
is expected to be sensitive to aqueous pH, whereas a signal of OD origin is
not. As we have cautioned, an experiment designed to differentiate this pH
sensitivity must be performed under conditions close to short circuit. The
experiment mentioned earlier thus suggests the assignment of the B2 com-
ponent tentatively to an ICT mechanism [60,67]. In contrast, the B1
component is probably generated by an OD mechanism since it seems to
be independent of pH. However, a definite assignment of mechanism
awaits unequivocal decomposition of the photosignal and a quantitative
test of the prediction of the equivalent circuit.

With the expectation of three or more components in the bR AC
photosignal, at least three different methods of measurement are needed
to decompose the signal. Since exponential decomposition had been dis-
credited, we naturally looked for another method of decomposition: physi-
cally eliminating extraneous components and isolating a pure component.
In other words, we must use physical or chemical methods to separate the
individual components before the isolated components could be subject to
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the test of equivalent circuit. In this way, we could be assured that a
quantitative agreement was not fortuitous.

If bR is reconstituted into a lipid bilayer membrane, all three compo-
nents, B1, B2, and B20, as well as the DC component will be present
concurrently. We first used a method developed by Trissl and Montal
[71] to eliminate B20 component and the DC component. We then devel-
oped a multilayered (ML) method [67] to isolate the pure B1 component.
The isolate B1 component was demonstrated to fit the equivalent circuit
(Fig. 10). Deconvolution of the isolated B1 signal leads to a first-order
recombination time constant of 12.7 ms. The photosignal has small temper-
ature dependence (activation energy 2.5 kcal/mol). The B1 component was
shown to be pH independent over a wide range. As expected, these kinetic
parameters are not changed at all by a change of the access impedance [67].
How we achieved the isolation of B1 component was more clearly demon-
strated by a Q-tip experiment [72].

The B2 component could only be obtained indirectly by subtracting B1
component from a composite signal, which consists of both the B1 and the
B2 component. The B2 component was shown to have significant pH
dependence and prominent temperate dependence. The existence of the
B20 component was demonstrated in yet another kind of reconstituted
membrane, originally developed by Drachev et al. [73].

A simple picture emerges with this tentative assignment of B1. The
photosignal is independent of aqueous pH over a wide range (pH 0–11). It is
not affected by replacing water with D2O, nor is it affected by a change of
ionic strength or by treatment with fluorescamine [74]. In contrast, the
composite (B1 þ B2) signal obtained by the original Trissl–Montal method
is sensitive to all these maneuvers. Apparently, all these sensitivities must be
attributed to B2 alone. This dichotomous behavior between the two
components suggests that we have most likely decomposed the signal in
terms of discrete molecular processes. The notion that the B1 and the B2
components are natural entities is further supported by our observations on
a mutant of bR D212N in which the residue 212 is changed from aspartic
acid to asparagine by means of site-directed mutagenesis [75]. While the B1
component is apparently intact in a Trissl–Montal film reconstituted from
D212N, the expected B2 component is missing in the range of pH from
about 5 to 11.

One of the virtues of our equivalent circuit is generality [19]. The
analysis of the OD mechanism and the ICT mechanism implies that the
charged species being moved need not be restricted to a specific kind of
charges. It is applicable whether the charges being moved are electrons,
protons, or other ions. It is applicable in both natural membranes and
artificial membranes. It is applicable to both visual and photosynthetic
membranes. Alternatively, an ad hoc model must be concocted for each
case, and general principles could hardly be derived from these studies.
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In brief, ad hoc models lack parsimony. In exchange of the additional
complexity of including chemical capacitance in the equivalent circuit
model, overall parsimony is achieved.
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Figure 10 Equivalent circuit analysis of the B1 component. The ML method was used to
reconstitute bacteriorhodopsin. The temperature was 25 �C. The bathing electrolyte
solutions contained 0.1 M KCl and 10 mM L-histidine buffered at pH 2. The measure-
ment was made at an access impedance of 39.2 kO and an instrumental time constant of
0.355 ms. The light sourcewas a pulsed dye laser (590 nm). The light pulse was simulated
with a triangular waveform with a half-height duration of 0.8 ms. The experimentally
determined input parameters are ts ¼ 3.4 ms, tl ¼ 24.0 ms, tm ¼ 6.42 ms.
Rm ¼ Rs ¼ 1. These parameters together with Re provide sufficient information to
compute the following parameters: Rp ¼ 60.3 kO, Cp ¼ 211 pF and tp ¼ 12.7 ms. The
computed curves (smooth traces) are superimposed on the measured curves (noisy
traces) after normalization with respect to the positive peak. Normalization yields the
peak photoemf of 155 mV. The same data are shown in two different scales (A and B).
The measured laser pulse is also shown in (B) (bottom trace). Adapted from Ref. [67].
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Specifically, the generality was demonstrated by the prediction of similar
photosignal components in reconstituted halorhodopsin membrane. Halor-
hodopsin is yet another protein from H. salinarum. It is a light-driven
chloride pump. The detail is documented elsewhere [76].

Compared to other ad hoc models, the generality of the concept of
chemical capacitance and the associated equivalent circuit is demonstrated
by our explanation of what is known as differential responsivity in the molec-
ular sensor literature [77,78]. This property refers to a transient spike-like
response when a pigment-containing membrane is illuminated with a long
square-wave light pulse: the waveform of the recorded photosignal exhibits
a positive spike upon the onset of illumination and a negative spike upon the
termination of illumination. Both Koyama et al. [79] and we interpreted
differential responsivity as the manifestation of light-induced charge dis-
placement. This waveform is what is expected in a high-pass linear RC filter
response to a square-wave voltage pulse (see Fig. 4). The capacitative
reactance is initially low upon illumination and therefore the photocurrent
is high. As time goes on, the chemical capacitance continues to be charged
and the reactance turns high. As a consequence, the current level declines to
a steady-state level if there is a DC current passage, or to the base line, if
there is no such DC current (i.e., capacitatively coupled or AC coupled).
However, the interpretation has remained controversial for almost a quarter
century. In fact, Drachev et al. [28] proposed a drastically different interpre-
tation and Robertson and Lukashev [29] proposed yet a third but distinct
interpretation. How these latter two interpretations could be eliminated was
documented in a review article [80].

Our interpretation based on the concept of chemical capacitance is,
however, not perfect: the equivalent circuit of Fig. 2 cannot account for
asymmetry of the two spikes. An explanation of the asymmetry will be
deferred to Section 6.5.3.

6. DC Photoelectric Effect

The primary physiological function of photosynthetic membranes is to
generate a transmembrane proton gradient. The transmembrane proton
gradient is the first stable form of converted photon energy. This gradient
is established initially by means of light-induced electron transfers across the
thylakoid membrane (green plants and cyanobacteria) or across the periplas-
mic membrane (purple phototrophic bacteria, such as R. viridis). Through
the intermediary action of quinoid compounds, the electron transport
eventually leads to an equivalent proton transport in the opposite direction.
In the purple membrane ofH. salinarum, the generation of a proton gradient
is accomplished by directly pumping protons across the purple membrane.
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In either case, the efficiency and the effectiveness of the photoconversion
are evaluated by analyzing the DC photoelectric effect; the AC photoelec-
tric effect, being the manifestation of reverse reactions, is essentially an
inevitable side effect that diminishes the efficiency of photoconversion.
Suppression of the AC photoelectric response and/or enhancement of
the DC photoelectric response can be construed as major objectives in
biomembrane-based photovoltaic solar energy conversion research. By
increasing the proportion of separated charges that do not recombine
relative to those that do recombine, the conversion efficiency can be
increased. The methodology for evaluating the DC conductivity is there-
fore of great technical and technological importance.

Numerous reports about the DC photoelectric effect of reconstituted
membranes containing either natural or synthetic pigments appeared in the
past four decades since Tien had first succeeded in eliciting photoelectric
signals in such membranes. Drachev et al. [81] were the first to report the
DC photoelectric effect in a reconstituted bR-containing membrane. The
DC photoelectric effect was routinely investigated by using a long square-
wave light pulse as the stimulating light source. Investigators routinely
reported the DC photoresponses as photovoltages (under open-circuit
conditions) and/or photocurrents (under short-circuit conditions). At a
more fundamental level, the light-induced proton pumping activity can
be analyzed in terms of the photovoltaic effect and the photoconductive effect. In
equivalent circuit analysis, these effects can be evaluated in terms of the
parameters photoemf (photoelectromotive force) and photoconductance (the
terminology will be precisely defined later). Whereas a photovoltaic effect
has been demonstrated in numerous cases, evidence in support of the
existence of significant photoconductivity was often indirect and sometimes
ambiguous except in special cases in which the photoconductive effect is
not accompanied by a photovoltaic effect [82–84]. This is because a single
act of measurement of either a photocurrent or a photovoltage does not
allow for a photovoltaic effect and a photoconductive effect to be unequiv-
ocally distinguished; two independent measurements are required. This
requirement is fulfilled by a measurement method, the null current method,
which was previously developed by Hong and Mauzerall [85,86].

A membrane exhibits a photovoltaic effect if a transmembrane electric
potential appears in response to illumination but vanishes upon cessation of
illumination. In other words, illumination of the membrane generates a
voltage source in the membrane that can be detected externally. Thus, the
photovoltaic effect (light-induced emf generation) is measurable as a light-
induced voltage across the membrane under open-circuit conditions. It can
also be measured as a light-induced current traversing the membrane under
short-circuit conditions. A photoconductive effect exists if a conductive
pathway for electric current through the membrane is created, enhanced, or
suppressed by illumination. A photovoltaic effect may also be accompanied
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by a photoconductive effect because the generation of a photovoltaic effect
often requires the creation of a specific conductive pathway in addition to
the pathway for ionic diffusion that has already existed in the absence of
illumination and/or in the absence of the pigment. The ionic diffusion
pathway allows for a transmembrane current to be driven by a transmem-
brane voltage. The diffusion can be mediated either by a specific ion carrier,
a specific ion channel, or by a nonspecific leakage mechanism in a BLM.

The separation of the photoconductive pathway from the ionic diffusion
pathway is essential in the data analysis. The important difference in the case
of reconstituted bR-containing BLM is that the photoconductive pathway
allows the passage of protons only, whereas the ionic diffusion pathway
allows for voltage-driven passages of ions, which are often nonspecific
unless special ion channel-forming or ion-carrier agents are also present.
As we shall see, in a Mg-porphyrin-containing BLM, an electrochemical
conductive pathway that allows electrons to be transported from one side of
the BLM to the other side operates both during illumination and in the
absence of illumination. In contrast, the proton conduction pathway in a
bR-containing membrane operates only during illumination.

A pure photoconductive effect can exist without the concurrent photo-
voltaic effect, as can be demonstrated by the following example. Mauzerall
and Finkelstein [82] investigated a BLM that was doped with iodine and
iodide ions. The ionic conductance of the BLM is enhanced by the doping
because of the formation of polyiodide ions, which have a higher partition
coefficient in the membrane phase than monoiodide, I�. Thus, the mem-
brane-bound polyiodide ions can carry current across the BLM if a biasing
potential is applied across the membrane. Illumination photochemically
destroys polyiodide ions in the membrane, resulting in the reduction of this
voltage-driven current. Thus, a negative photoconductivity without a concur-
rent photovoltaic effect was demonstrated because a photoresponse could not
be demonstrated in the absence of the applied membrane potential. In fact, the
ionic current vanishes in the absence of the biasing transmembrane voltage
because there were no emf sources other than the applied biasing voltage in
the BLM system. Light was just a tool to destroy the conducting element.

In a reconstituted bRmembrane and a Mg-porphyrin-containing BLM, a
photovoltaic effect clearly exists because a photovoltage can be demonstrated
upon illumination without a biasing transmembrane voltage. However, the
possibility of coexistence of both the photovoltaic and the photoconductive
effects makes their separation somewhat problematic. For example, it is well
documented that the photocurrent of a reconstituted bR membrane is
initially dependent on the light intensity but reaches saturation at a higher
intensity. A number of investigators have attributed this light dependence to
the photoconductance, whereas we reached a different conclusion (see later).
The null current method provides a general approach designed to deal with
this problem in a systematic and unequivocal way.
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6.1. Equivalent Circuit for DC Photoelectric Effect

The first step toward the application of the null current method is to choose
an appropriate equivalent circuit. Shown in Fig. 11 are three equivalent
circuits, two of which were proposed in our previous study of the Mg-
porphyrin-containing BLM system [85]. Model A is consistent with the
equivalent circuit for the AC photoelectric effect (Fig. 2). The chemical
capacitance is omitted because no capacitative events are being considered
in the DC photoelectric effect. The membrane capacitance is, however,
retained for the convenience of describing the stored charges, which
accompany the appearance of photovoltages. Note that the resistances Rp

and Rs are combined into a single element, Gp, which is the DC photo-
conductance and which is equal to the reciprocal of (Rp þ Rs). Here, a
potential source of confusion in terminology exists, and a word of clarifica-
tion is warranted. The use of Gp to represent the DC photoconductance
implies that it is the reciprocal of Rp. In reality, the parameter (Rp þ Rs) is
almost identical to Rs since Rs � Rp. Thus, Gp is practically the reciprocal
ofRs. This potential source of confusion is unfortunate but it can be avoided
with this reminder.

Although Model A is preferred because it is consistent with the equiva-
lent circuit for the AC photoelectric effect, Models B and C are also shown
for the purpose of discussion. The differences among the three models are as
follows (see Table 1). Ep in Model A drives a photocurrent through a
specific proton pathway Gp but not through Gm, which represents the
nonspecific ionic diffusion pathway. In contract, both Ep in Model B and
Ep in Model C drive a photocurrent through both Gp and Gm. Under

Ep

Gp
VoGm Cm

+
-

+
-

+
-Cm CmGp

Gp
Gm

Gm

Vo Vo

Ep Ep

A B C

Figure 11 Three models of equivalent circuit. Ep is the photoemf. Gp is the photoconduc-
tance. Gm is the background ionic leakage conductance originally present in the planar
BLM before the pigment is incorporated into the BLM. Cm is the membrane capaci-
tance. V0 is the open-circuit photovoltage. The difference of the three models is as
follows. In Model A, the photoconduction channel and the ionic leakage channel are
separate. The photoemf drives current through Gp but not through Gm directly. In
Model B and Model C, the photoemf drives current through both of them directly. Gp

and Gm are connected in parallel in Model B but in series in Model C. Adapted from
Ref. [85].
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open-circuit conditions, the capacitance Cm in Models B and C will be
charged to the full value of Ep, and the open-circuit photovoltage V0 will be
equal to Ep with the top plate of Cm being positively charged, as indicated.
In Model A, the capacitanceCm will be charged with the same polarity as in
Models B and C but the photovoltageV0 may or may not attain its expected
full value of Ep. This is because Gm in Model A acts as a current shunt.
The photovoltage V0 attains its expected full value of Ep in Model A only if
Gm � Gp. Thus, in general, the photovoltage will be diminished in Model
A, but not in Model B and Model C, if Gm is increased by the action of an
ionophore. However, the (short circuit) photocurrent in Model A will not
be affected by increasing Gm but the photocurrent will be increased in
Model B and Model C if Gm is increased by ionophore action.

Experimental tests using nystatin (an ionophore which creates a Cl�

channel in BLM) to increase the ionic conductance Gm of a Mg-porphyrin
BLM revealed that the photocurrent remains constant whenGm is increased
by several orders of magnitude [85]. Therefore, Model B and Model C can
be ruled out. Model C has been proposed for a certain type of reconstituted
membrane. Model C predicts that a plain BLM has a higher conductance
than when the BLM is sandwiched with a sheet of purple membrane
because Gm and Gp are connected in series in the latter. Again, this
prediction contradicts experimental facts.

6.2. Null Current Method

The null current method was proposed on the basis of the principle of
potentiometry in electrochemistry. The accurate value of an unknown emf
source is determined under a precise condition that allows no current to
flow through the emf. The accuracy is compromised if a current flow causes
an error by generating a voltage drop across the internal resistance. The
undesirable internal voltage drop can be avoided during a measurement by
counterbalancing the unknown emf with a known and adjustable one so
that no current flows through the unknown emf. The null current condi-
tion is achieved when and only when the two emf sources are equal but are
of opposite polarity.

Table 1 Effect of increasing Gm

Parameters Model A Model B Model C

Photovoltage Decrease No change No changea

Photocurrent No change Increase Increase

a If Gm is initially zero, only an AC signal is observable. The addition of an ionophore brings about the
DC signal.
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We used a voltage-clamp amplifier to implement the null current
method. The command voltage E allows us to impose a transmembrane
potential across the membrane. It is, therefore, also referred to as the
clamping voltage. The parameters, such as photocurrent, photoemf, and
photoconductance, are then measured as a function of the membrane
potential, since the latter is most likely to be the independent variable that
affects the rest of electric parameters. In addition, the command voltage E
can also be used as the voltage source to supply an offset voltage for
counterbalancing the photoemf Ep, whereas the end point of such a
maneuver can be monitored via the same current output of the amplifier
that reports the measured value of the photocurrent. The procedure of a
null current measurement is illustrated by the schematic diagram in
Fig. 12A, and an actual example is shown in Fig. 12B.

Let us consider Model A in Fig. 11. For the sake of simplicity, let us
assume that Gp is much greater than Gm so that Gm can be regarded as
effectively zero; that is, the parallel current path throughGm can virtually be
ignored. We further assume that the conductance Gp has the same magni-
tude in the dark as during illumination. These restrictions will be subse-
quently relaxed after an intuitive picture is presented.

At the beginning of a null current measurement, the clamping voltage is
set to 0 and the illuminating light source is also turned off (current level 1).
While the light source remains off, the clamping voltage is then set to a
preselected value Vc , and the current changes by settling at a new value
(level 2) after a brief capacitative transient (not shown). While the clamping
voltage is maintained at Vc, the illuminating light is then turned on. The
current changes, again after a brief capacitative transient (shown in Fig. 12B
but not in Fig. 12), by settling at yet another new value (level 3). The
difference, level 3 minus level 2, gives the DC photocurrent, Ip
(corresponding to the clamping voltage Vc). While the illumination con-
tinues at a fixed level, the clamping voltage is then adjusted to a new
value V 0

c so that the measured current is tuned back to level 2; that is,
the endpoint of tuning is the new voltage V 0

c that is required to cancel
(nullify) the DC photocurrent. In other words, by applying an offset voltage,
� E0 ¼ (V 0

c � Vc), it is sufficient to abolish the DC photocurrent and move
the measured current from level 3 back to level 2 (the preillumination level).

By invoking the principle of potentiometry, the offset voltage (V 0
c � Vc)

can be taken as equal to the photoemf (Ep) at the clamping voltage Vc, but
with an opposite polarity, that is,

Ep ¼ � V 0c� Vcð Þ ¼ E0: ð12Þ

Subsequently, the clamping voltage is then brought back to Vc, so as to
ascertain that the measured current actually returns to level 3, which is the
level attained before applying the offset voltage. When the light is finally
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turned off, the measured current settles back to level 2, again after a brief
capacitative transient. Finally, with the light remaining off, the clamping
voltage is returned to zero, and the measured current is brought back to
level 1, again after a capacitative transient. This completes the cycle of
measurement, in which two acts of measurement have been performed:

Membrane current

A

B

1

0

Vc Vc
V¢c

V¢c= -19 mV

2

3

2

On

On Off On Off

Vc= 0 mV Vc= 0 mV

Off

3

2

0

1

Light intensity

Clamping voltage

Membrane current

10 pA

1 min

Ip

Light intensity

Clamping voltage

Figure 12 Null current method. (A) Schematic diagram. See text for further detail. (B)
Actual data showing a null current measurement in a reconstituted bR-containing
BLM. The aqueous solution contained 0.1 M NaCl and 0.5 mM LaCl3. The pH was
6.9 and the temperature was 27.5 �C. The instrumental time constant was 1 s. The
conditions of the clamping potential and the illumination are indicated below the
record. The first measurement was a “light on” and “light off” operation, which
allowed the measurement of Ip to be made for the clamping potential 0 mV. The
transient spikes were manifestations of the AC photoelectric effect (differential respon-
sivity). In the second measurement, the clamping potential was adjusted to obtain a null
current condition, which was reached at �19 mV. Adapted from Ref. [86].
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the measurement of the photocurrent Ip (level 3 minus level 2), and the
measurement of the photoemf E0. The DC photoconductance, Gp, is then
obtained by virtue of Ohm’s law:

Gp ¼ Ip

E0

: ð13Þ

By varying the value Vc in a systematic way, both the DC photocurrent
and the DC photoemf can be measured as a function of the transmembrane
(clamping) voltage, Vc. The DC photoconductance Gp can be determined
as a function of the transmembrane voltage by repeatedly using Eq. (13).

Note that the background ionic diffusion conductance in the absence of
illumination, Gm, can also be obtained from the measured currents shown
in Fig. 12A by means of dividing the current (level 2 minus level 1) by the
applied voltage Vc, again by virtue of Ohm’s law.

A null current measurement can be interpreted in an intuitive way as
follows.When a net voltage of (V 0 � Vc) is applied to the membrane during
a steady illumination, the current responds by shifting from level 3 to level 2.
The conductance under this circumstance (the photoconductance Gp) or,
more rigorously, the combined conductance (Gp þ Gm) (if Gm is too large
to be ignored) can be obtained in a way similar to the previous measurement
of Gm. Equation (13) is thus rederived without resorting to the concept of
potentiometry but simply by invoking Ohm’s law instead. Thus, the null
current method is similar to the method described for the measurement of
Gm, except for the fact that it is being performed during illumination. In
brief, Gm and Gp, as determined by the null current method, are the DC
conductance measured in the absence of illumination and the DC conduc-
tance measured in the presence of steady illumination, respectively.

We shall refer to the photoemf and the photoconductance, determined
by means of the above-described procedure, as the apparent photoemf and the
apparent photoconductance, respectively. The adjective “apparent” implies that
additional corrections of these directly measured values are required when
the restrictions imposed earlier are relaxed. First, whenGm is comparable to
Gp, the shunting effect of Gm cannot be ignored and it must be taken into
account. Shunting diminishes the measured value of the apparent photoemf
by a factor of Gp/(Gp þ Gm), as is intuitively evident from the consider-
ation of the effect of a voltage divider in elementary electronics. Again by
intuitive reasoning, the apparent photoconductance so measured actually
contains a contribution from Gm; that is, the apparent photoconductance
represents the combined value of (Gp þ Gm). Rigorous proof for these
conclusions can be found in Ref. [86].

Another correction is required ifGp is zero in the dark so that no current
can be driven throughGp by the applied potentialVc. As will be shown later
for bR-containing membranes, Gp is zero in the dark and is activated by
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illumination to a fixed nonzero value. We shall refer to this behavior as
photogating of the proton conduction channel. In this case, when Gp sud-
denly turns nonzero upon illumination, both Vc and Ep can each drive a
current through Gp. Both currents will be treated as photocurrents by the
definition given above.

Thus, Eqs. (12) and (13) must be replaced by

Ep ¼ E0�Gp þGm

Gp

� Vc ð14Þ

and

Gp ¼ Ip

E0

�Gm; ð15Þ

respectively. In other words, the measured photoemf by means of the null
current method as described by Eq. (12) is the apparent photoemf, the
effectiveness of which is diminished by shunting. Furthermore, the applied
voltage Vc, which drives a (voltage dependent) current through the proton
conduction channel, has been misconstrued as part of the photoemf. Vc

must be deducted from the apparent photoemf so as to obtain the true
photoemf. In addition, the measured conductance during illumination
actually contains a contribution from the dark ionic conductance. The
photoconductance as determined by Eq. (13) is more appropriately referred
to as the combined conductance during illumination (Gp þ Gm), or simply
apparent photoconductance for brevity. Since Gm can be independently
measured, the true photoemf Ep and the true photoconductance Gp can be
calculated by virtue of Eqs. (14) and (15). The rigorous derivation can be
found in [86].

If Gp has the same nonzero value in the dark as well as during illumina-
tion, then the Vc driven current through Gp has already been included in
the dark current. The photocurrent contains a pure component driven
solely by photochemical reaction. This is the case of Mg-porphyrin-con-
taining BLM system. The termVc in Eq. (14) must be set to zero. Again, the
rigorous derivation can be found in Ref. [86]. Thus,

Ep ¼ E0�Gp þGm

Gp

ð16Þ

and

Gp ¼ Ip

E0

�Gm: ð17Þ
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6.3. Null Current Analysis of DC Photoelectric Data from
Mg-Porphyrin-Containing BLM

If a nonpigmented BLM is used to separate an aqueous solution of electron
acceptor (e.g., 10 mM potassium ferricyanide) and an aqueous solution of
electron donor (e.g., 10 mM potassium ferrocyanide), no open-circuit dark
or photovoltage can be observed. If a Mg-porphyrin-containing BLM is
used to separate two symmetrical aqueous salt solution without added redox
reagents, no dark voltage is observed, either. As soon as redox reagents are
added asymmetrically to the two aqueous phases, a dark emf appears. This
emf reflects the electrochemical equilibrium of the ferricyanide/ferrocya-
nide couple between the two aqueous phases in the dark. Illumination
increases this emf. The polarity is consistent with the asymmetry of the
redox gradient and is unrelated to the direction of illumination (either from
the oxidant side toward the reductant side or the opposite direction) [85].

Thus, neither the pigment alone nor the aqueous redox gradient alone
generates the DC photoeffect. If 10 mM potassium ferricyanide is added to
one aqueous phase and 10 mM potassium ferrocyanide to the other aqueous
phase, an open-circuit voltage of about 50 mV develops in the dark within a
minute after the aqueous solutions are mixed by stirring. Measurements of
the dark DC conductance indicated that it is increased from that of non-
pigmented BLM by a factor of 2 in a BLM that contains Mg-mesoporphyrin
amyl ester (MgMAE) and by a factor of 20 in a BLM-containing MgOEP
[85]. SinceMgOEP is smaller in size thanMgMAE, the difference suggested
that diffusion of the pigment molecules is involved in the net transfer of
electrons across the pigment-containing BLM.

Thus, dark redox reactions cause an increase of overall conductance
across the BLM (i.e., Gp is not zero in the dark). If so, does illumination
cause Gp to increase further? Experimental data show that the photocon-
ductance of the BLM is small. The photoconductance can be measured
unambiguously in the absence of a photoemf. The photoemf can be elimi-
nated by making the redox compositions in the two aqueous phases equal
because of the absence of a preferential direction for net electron transfer
under such a condition. Thus, any change of the measured current upon
illumination at a nonzero (imposed) membrane potential (i.e., voltage
clamped at a nonzero potential) is solely attributable to the photoconduc-
tance. The results show that the DC pigment conductance deviates from
the DC dark conductance with an error of less than 10% at a clamping
voltage of �100 mV. For all practical purposes, the DC pigment conduc-
tance during illumination can be taken to be the same as its dark value (i.e.,
the photoconductance is negligible compared to the dark pigment conduc-
tance). Thus, Gp is practically light-independent.

The DC photoelectric signals under an asymmetric redox gradient were
subjected to null current analysis, and the results for MgOEP and MgMAE
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are shown in Fig. 13. It is to be pointed out that both the DC photoemf and
the DC pigment conductance increase with an increasing electric field in
the direction that enhances the migration of Pþ in the forward direction
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Figure 13 Steady-state photoelectric response of BLM containing either MgMAE (A–C) or
MgOEP (D–F). The aqueous phases contain 10 mM ferricyanide on the oxidant side and
10 mM ferrocyanide on the reductant side. The light source was a 100-W tungsten
lamp, filtered to give 450–600 nm light. Total light flux through the 2 mm2 membrane
was 1.6 mW. The temperature was 25.8 �C. The photocurrent (Ip) and the apparent
photoemf (Ep, open inverted triangles) were measured as a function of the membrane
voltage by means of the null current method (A, B, D, E). The true photoemf,
calculated by means of Eq. (16), is shown as filled inverted triangles. (C and F) The
apparent photoconductance (Gp þ Gm) (open squares), which is equal to Ip/E0, the
measured dark conductance (Gm) (open triangles), and the true photoconducance (Gp)
(filled circles), calculated by means of Eq. (17), are shown. All data were taken from the
same membranes. The spread of points represents repeated measurements at a given
voltage. Adapted from Ref. [23].
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(i.e., in the direction that results in the forward reaction of the photocycle).
Also note that the DC pigment conductance is higher in MgOEP-contain-
ing BLM than in MgMAE-containing BLM. These findings are expected if
the pigment molecules are mobile inside the BLM. Shieh and Tien [13]
reported a similar dependence of photoresponses. So did Hesketh [87],
using a different kind of pigment. The difference in MgOEP-containing
BLM and MgMAE-containing BLM reflects the difference of molecular
weights (and molecular sizes). Note thatGp of MgMAE-containing BLM is
approximately equal to Gm, and neither exhibits significant voltage depen-
dence. In contrast, Gp of MgOEP-containing BLM is considerably greater
than Gm and exhibits significant voltage dependence. Again, the differences
can be understood in terms of the difference in molecular sizes. In the
intensity range of 5–50 mW of continuous light illumination (530–600 nm
focused to an area of the membrane of about 1 mm2), the photoemf is found
to vary approximately linearly with the light intensity (data not shown),
whereas the DC pigment conductance remains virtually at its dark value.
The difference inGp of MgMAE-containing BLM andMgOEP-containing
BLM is reflected in the shunting effect on the measured photoemf (Fig. 13C
and D). The measured photoemf in the MgMAE-containing BLM
is diminished by half, whereas the measured photoemf in the MgOEP-
containing BLM is approximately the same as the true photoemf. The
voltage dependence of Ip in MgMAE-containing BLM reflects the voltage
dependence of the true photoemf alone, whereas that in MgOEP-contain-
ing BLM reflects the voltage dependence of both the true photoemf and the
pigment conductance Gp. Indeed, the curvilinear voltage dependence of Ip
can be understood as the multiplicative effect of the linear voltage depen-
dence of Ip and Gp. The overall consistency of the null current analysis
indicates that Mg-porphyrin-containing BLM behaves like a simple electric
circuit, and the practice of equivalent circuit analysis is fully justified.

6.4. Null Current Analysis of DC Photoelectric Data from
bR-Containing Membranes

The situation in reconstituted bR membranes is quite different. As we shall
see, there is virtually no dark DC pigment conductance in bR-containing
BLM but there is a prominent photoconductance. Also to be kept in mind is
that experimental evidence indicates that the DC photoelectric effect is
caused by proton transfer through a specific conducting pathway; bR is
virtually immobilized in the membrane in the transmembrane direction and
bR cannot possibly act as a proton shuttle.

For reconstitution of bR membranes, we used either the original
method of Dancsházy and Karvaly [88] or its variant with a collodion film
formed according to the recipe of Drachev et al. [73]. These methods, in
turn, are modifications of the original BLM method developed in 1962 by
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Muller et al. [5]. The light source was a continuous argon ion laser beam
with the main output at 515 nm (ultraviolet outputs filtered). In the case of a
BLM formed by the method of Dancsházy and Karvaly, the laser beam was
focused to illuminate only the thin bilayer region in the center rather than
the thick Plateau–Gibbs border. In the case of collodion films, the entire
membrane was illuminated. The background ionic conductance Gm was
also routinely measured. It was done before and after the fusion of purple
membranes, but in the absence of illumination. Additional experimental
details can be found in Ref. [86].

A typical photocurrent response (under a short-circuit condition) exhib-
ited a transient peak at the onset of a steady illumination, followed by a
sustained stationary current (Fig. 12B). Upon cessation of illumination, a
negative transient peak appeared before the current level returned to the
previous dark level. Qualitatively, the waveform is consistent with the
prediction of the equivalent circuit shown in Fig. 2; the transient peaks
are manifestations of the AC photoelectric effect (Fig. 4). However, the two
peaks appeared to be asymmetric; the positive peak was more prominent
and decayed faster than the negative peak. Interpretation of this asymmetry
will be given later. For the purpose of investigating the DC photoelectric
effect, these transient peaks can be temporarily ignored.

The stationary (DC) photocurrent (Ip) as a function of the membrane
voltage is shown in Fig. 14A. The sign convention of Ip is that the positive
membrane current flows from the compartment where purple membrane
fragments were added (cis side) to the compartment free of purple mem-
brane fragments (trans side). The sign convention of the applied membrane
voltage is such that a positive applied voltage will drive a positive current
(i.e., the trans side is the zero voltage reference). The voltage dependence of
the photocurrent is almost linear but deviation from linearity was sometimes
observed. At about �70 mV, the photocurrent became zero, and the
polarity was reversed below �70 mV.

The apparent photoemf as determined directly by the null current
method is shown as a function of the membrane voltage in Fig. 14B
(open inverted triangles). The true photoemf, which was corrected for
shunting by Gm and for the applied potential according to Eq. (14), is also
plotted (filled inverted triangles). It is seen that the voltage dependence of
the apparent photoemf is similar to that of the photocurrent but the true
photoemf has virtually no voltage dependence. The sign convention for Ep

is that a positive photoemf will drive a positive photocurrent (from the cis
side to the trans side).

As explained, the apparent photoconductance, which is calculated by
means of Eq. (13), contains the contribution of the ionic conductance and is
therefore labeled as (Gp þ Gm) (open squares in Fig. 14C). The ionic
conductance (Gm) as a function of the membrane voltage is also plotted
(open triangles). Subtraction of these two sets of data allows for the
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Figure 14 Steady-state photoelectric response of a bacteriorhodopsin-containing BLM. The
aqueous solution contained 0.1 M NaCl and 0.5 mM CeCl3. The pH was 6.9 and
the temperature was 24 �C. (A) The measured photocurrent (Ip) as a function of
membrane voltage. (B) The photoemf (Ep) as a function of membrane voltage as
determined by the null current method. The apparent photoemf is shown as open
inverted triangles, whereas the true photoemf, calculated by means of Eq. (14), is

150 F.T. Hong



calculation of the pure photoconductance Gp, which is shown in Fig. 14C
as filled circles. All these conductances are ohmic (no voltage dependence).

The absolute values of conductance as well as the photocurrent and the
photoemf varied from membrane to membrane, and we were thus pre-
vented from pooling the repeated measurements together to obtain statis-
tics. The data shown in Fig. 14 are typical. The descriptions to be presented
will be based on collective features from repeated experiments under the
same or similar conditions.

For a given membrane, the combined conductance during illumination
(Gp þ Gm) is consistently found to be two- to threefold higher than the
dark conductance Gm. This means that Gp is either of about the same
magnitude as Gm or twice as large. For conditions used in Fig. 14, (Gp þ
Gm) is 50 � 15 nmho/cm2, whereas Gm is 17 � 5 nmho/cm2. Therefore,
Gp is about 33 � 15 nmho/cm2.

The combined conductance (Gp þ Gm) is greater than the dark con-
ductance. The increase is not spectacular; the photoconductance Gp is only
slightly greater (about twofold) than the ionic conductance Gm. Without
illumination, the incorporation of the purple membrane into the BLM does
not change the background conductance (i.e., Gp ¼ 0 in the dark). Illumi-
nation turns on both the photoemf Ep and the photoconductance Gp.

Unlike the claim of Bamberg et al. [89], photosignals from our recon-
stituted bR membranes were usually sufficiently large in amplitude for
accurate measurements, without the aid of proton ionophore-induced
enhancement. However, we frequently use multivalent cations to enhance
the adsorption process. Occasionally, sufficiently large photosignals can be
observed without the aid of multivalent cations or ionophores. It has been
reported that La3þ has an effect on the AC photoelectric signal [73]. But we
found that La3þ has no direct effect on the DC photoelectric signal. The
presence or absence of multivalent cations does not alter the conclusions
drawn for the DC photoelectric effect.

In Fig. 15, the light dependence of the photocurrent, the true photoemf,
and the true photoconductance is shown. The data were collected from a
bR-containing collodion membrane reconstituted according to the method
of Drachev et al. [73]. The photocurrent was shown to have a linear
dependence at low light intensity but eventually become saturated; any
further increase of the light intensity had no additional effects (Fig. 15A).
A similar light dependence is exhibited by the true photoemf (Fig. 15B).

shown as filled inverted triangles. (C) The apparent photoconductance (Gp þ Gm)
(open squares), which is equal to Ip/E0, the measured dark conductance (Gm) (open
triangles), and the true photoconductance (Gp) (filled circles), calculated by means of
Eq. (15), are shown. Each set of data was fitted with a straight line by the least square
method. The conductance data were also connected with line segments for the sake of
easy data reading. All the data were taken from the same membrane. Adapted from
Ref. [86].
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Figure 15 Light dependence of the photocurrent (A), the photoemf (B), and the
photoconductance (C). Both the photoemf and the photoconductance have been
corrected according to Eqs. (14) and (15). The data were from a collodion film of
2 mm2. The ionic conductance Gm was 0.5 nmho/cm2. The electrolyte solution
contained 0.1 M KCl buffered with 50 mM L-histidine at pH 7.0. The temperature
was 22 �C. Both the photocurrent and the photoemf were each fitted with an exponen-
tial curve with half-saturation light intensity of 59 mW/cm2. The photoconductance
was fitted with a straight line. Adapted from Ref. [86].



The half-saturation level of the photocurrent and the photoemf is about
0.059W/cm2. The true photoconductance (Gp) is shown in Fig. 15C.Gp is
virtually independent of the laser light intensity (it varies �5% in the range
from 0.045 to 1.4 W/cm2).

6.5. Interpretation of DC Photoelectric Data of
bR-Containing Membranes

Our own data shown in Figs. 14 and 15 thus confirmed a number of
observations previously reported in the literature. The photocurrent is
voltage dependent and it reverses its polarity at a certain potential (i.e., the
I–V curve is linear and intercepts the voltage axis) [81,90–94]. The photo-
current exhibits an initial linear dependence and reaches saturation as light
intensity increases [95]. Beyond that, there are important differences in our
interpretation. The salient feature of the null current analysis is summarized
as follows.

6.5.1. Photogating of the Proton Conduction Channel
It is of interest to compare the present results of photoconductance determi-
nation in bR-containing BLM with what we observed in Mg-porphyrin-
containing BLM [85]. Superficially, the magnitude ofGp shown in Fig. 14C
seems to be not much different from that ofGm. However, one must realize
that Gp is zero in the dark; illumination changes the overall conductance
from its value in the dark (Gm) to a significantly higher value (Gp þ Gm).
Therefore, the effect of illumination is quite significant and there is little
doubt that illumination opens a specific current pathway. In contrast, it is
noted that Gp in Mg-porphyrin redox BLM is nonzero in the dark but
illumination does not increase Gp any further [85]. This is because
Mg-porphyrin-containing BLM transports electrons in the dark but bR
does not transport protons in the dark (Mg-porphyrins undergo redox
reactions in the dark).

The null current analysis attributed the light dependence to the photo-
emf rather than to the photoconductance without any prior assumptions. It
is of interest to observe that the magnitude of the photoconductance is
independent of the light intensity in the range used in this study. Of course,
the photoconductance depends on light for its existence. However, once it
is turned on by light, the photoconductance quickly reaches its full (satura-
tion) magnitude in the same range of light intensity where the photoemf is
still linearly dependent on light intensity. We refer to this characteristic as
photogating of the proton conduction channel in the sense that the gate for
photoconductance is opened by illumination but remains closed in the dark.

While we attribute the light dependence of the photocurrent to the same
dependence of the photoemf, other investigators have assigned the depen-
dence to the photoconductance instead. Herrmann and Rayfield [90]
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postulated a voltage-independent current generator shunted by a light-
dependent conductance in order to interpret their data quantitatively.
Szabó and Bamberg [96] reported a light-dependent photoconductance,
which saturates at 0.59 W/cm2. Here, we had made no prior assumption
about light dependence in our measurements and analysis and came up with
an opposite conclusion. The light-saturation level determined by Szabó and
Bamberg is somewhat higher than ours. Our reported value was probably
underestimated. The light intensity (power) was read directly from a light
meter attached to the argon ion laser and the beam area was estimated from
burning of an exposed Polaroid film by the laser beam. We therefore placed
limited confidence on the absolute magnitudes of our light intensity mea-
surements. However, the measurements of relative magnitudes of data
shown in Fig. 14 are considered reliable.

6.5.2. Interpretation of Voltage Dependence of Photocurrent
By means of the null current method, we found that the apparent photoemf
is linearly dependent on the applied potential but the true photoemf and the
true photoconductance are not (i.e.,Gp is ohmic). The voltage dependence
of the photocurrent can be simply interpreted as follows. As explained
earlier and documented rigorously in Ref. [86], photogating of Gp allows
for the both the (true) photoemf and the applied transmembrane potential
(Vc) to drive proton currents through bR’s proton conduction channel.
Therefore, the measured (apparent) photoemf also contains a contribution
from the applied transmembrane potential. The photocurrent thus contains
a constant fraction, which is driven by the true photoemf, and an additional
fraction, which is driven by the applied transmembrane potential and which
is linearly proportional to the applied potential. (Note that the linear voltage
dependence of the latter fraction implies that the proton conduction chan-
nel is ohmic.) Incidentally, this feature is not a consequence of the shunting
effect. If the Vc driven fraction of the photocurrent is excluded, the
remaining fraction becomes independent of the applied potential. We
thus concluded that the true photoemf is independent of the applied
transmembrane potential. The polarity reversal of the photocurrent
observed at �70 mV is caused by the increasing influence of an opposing
applied transmembrane potential. Thus, the determination of the intercept
of the voltage axis is an alternative way to determine the photoemf (which is
a common practice in I–V analysis). The value 70 mV compares favorably
with the average values of the photoemf as determined by the null current
method, 77 � 10 mV. The DC photoelectric property of bR thus appears
to be simple with this interpretation. Ockham’s razor seldom shines so
brightly in biology. It is of interest to note that no such corrections
are necessary for the previously described Mg-porphyrin redox BLM
system [85].
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Bamberg et al. [92] proposed an alternative interpretation of the polarity
reversal. These investigators suggested that the polarity reversal is caused by
the presence of two populations of purple membrane sheets in the system,
with the majority of the purple membrane sheets being incorporated in one
orientation, but a much smaller fraction being oriented in the opposite
direction. Thus, when the photocurrent decreases as negative voltage is
applied, the increasing photosignal attributed to the other minor fraction
might be revealed. However, this explanation is inconsistent with the
observation of Gavach et al. [95], which was also confirmed in our labora-
tory. Whereas the stationary photocurrent is reversed at a certain applied
voltage, the transient positive peak is not reversed. This transient peak
reflects the AC photoelectric current and its polarity can be regarded as an
indication of the orientation of the majority of bR molecules inside the
model membrane. Gavach et al. interpreted the voltage dependence as the
effect of variation of the surface potential of the membrane, which influ-
ences the degree of protonation of certain donor sites that are separated from
the site of the photoemf.

Nagel et al. [97] succeeded in expressing bR in oocytes of Xenopus laevis
and measured the DC photocurrent directly by means of the patch-clamp
method. Again, they found nearly linear voltage dependence of the DC
photocurrent. However, no polarity reversal was observed up to�165 mV.
They cited this lack of polarity reversal as the support for the interpretation
of polarity reversal as the consequence of two populations of bR orienta-
tion, previously proposed by Bamberg et al. [92]. In their patch-clamp
measurement, presumably there is only one orientation of bR in such a
way that all bR molecules pump proton in the outward direction. Possible
nonlinearity of the voltage dependence prevents extrapolation of the pho-
tocurrent to estimate the voltage where polarity reversal can be achieved.
The presence or absence of polarity reversal can only regarded as unsettled
for direct patch-clamp measurements. In a subsequent report by Nagel et al.
[98], the voltage-clamp measurements show little evidence of nonlinearity
in the range of �160 to þ60 mV. Our interpretation of the voltage
dependence in terms of the photogating of the proton conduction channel
thus appears much simpler than these alternative interpretations.

6.5.3. Interpretation of Asymmetric Waveform of the
AC Photocurrent

We are now ready to return to the discussion of differential responsivity.
Elementary analysis indicates that a linear RC high-pass filter exhibits a
waveform similar to what is evident in Fig. 12B and that the positive spike
and the negative spike should be symmetrical. Analysis based on the AC
photoelectric effect explains the waveform characteristic of the high-pass
filter response. But the latter does not explain the slight asymmetry shown in
Fig. 12B (c.f., Figure 1 in Ref. [91]). The positive spike peaks more
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prominently and decays considerably faster than the negative spike.
This observation is consistent with the fact that Gp is zero in the dark.
The hastened relaxation during illumination is likely caused by the sudden
increase of Gp, which is equivalent to a light-induced decrease of the
resistance designated as Rs in the equivalent circuit used previously for the
AC photoelectric effect (Fig. 2; Rs ¼ 1 in the dark, but Rs ¼ 1/Gp in
the light).

The asymmetry of the two spikes shown in Fig. 12B is not unique to the
bR system. Shown in Fig. 16A is an open-circuit voltage measurement
recorded intracellularly from an intact giant chloroplast of Peperomia metallica
[99]. The waveform of the photoresponse to a square-wave light pulse
stimulation looks similar to what we reported in Fig. 12B. Upon the
addition of valinomycin (a Kþ ionophore) in the presence of 30 mM Kþ,
the decay of both spikes became faster than the control but retained the
asymmetry of their amplitudes, whereas the DC photovoltage level became
diminished (shunting effect). A similar waveform also appears in a BLM
reconstituted from purified reaction center of Rhodobacter sphaeroides [100]
(Fig. 16B) and from subchromatophore pigment–protein complexes of
Rhodospirillum rubrum [28,101]. These observations are consistent with the
concept of chemical capacitance and photogating taken together.

Control

A B

Light LightOff OffOff OffOff
On OnOn

5 mV

10 s

Valinomycin, 30 mM K+

5 ´ 10-10 A

100 ms

Figure 16 DC photoelectric signals from photosynthetic membranes. (A) The open-circuit
photovoltage was recorded intracellularly from an intact chloroplast of Peperomia
metallica. The control signal before the addition of valinomycin is shown at the left
and the effect of adding 1 mM valinomycin and 30 mM potassium ions in the external
medium is shown on the right. (B) The photosynthetic reaction center of Rhodobacter
sphaeroides (8 mM) supplemented with 100 mM of ubiquinone-10 was reconstituted into
a BLM. One aqueous phase contains 25 mM reduced cytochrome c, and the other
aqueous phase contains 1 mM ferricyanide. See text for explanation. Adapted from
Refs. [99] and [100].
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7. Applications of DC Photoelectric Effect in

Artificial Solar Energy Conversion

For a number of years since its discovery, bR has been a favorite
biomaterial of investigators who devoted their efforts to the investigation of
artificial solar energy conversion. That a reconstituted bR membrane or
thin membrane is a photovoltaic device has been amply demonstrated by
many investigators. Considerable efforts have been devoted subsequently to
the description of the proton conduction pathway. Here, we shall discuss
the electrical characteristics of the bR membrane that are relevant for solar
energy conversion.

A bR-containing membrane or thin film has sometimes been described
as a photodiode. However, our experimental result described in Section 6
indicates that the proton conduction pathway is not rectified: the current
driven by an applied transmembrane potential encounters the same resis-
tance in either direction during illumination; that is, bR is not a photodiode
in the strict sense (Fig. 17). The notion that the photoemf and the applied
transmembrane potential are interchangeable for driving a transmembrane
proton current is, however, consistent with the basic principle of
bioenergetics.

According to the chemiosmotic theory [102,103], the converted energy
by bR photoreaction is stored as a transmembrane electrochemical gradient
of protons. Furthermore, both the electrical component (DV ) and the
chemical component (DpH) of this gradient are equivalent and both are
available for ATP (adenosine triphosphate) synthesis. Thus, our photoelec-
tric data provide a quantitative demonstration that the two parts of electro-
chemical energy are interchangeable bioenergetically. Metaphorically, the
process is tantamount to equal currency exchange rates regardless of “buy-
ing” or “selling.” Were there a rectification, the interconversion would not
be equal because the voltage drop would be more in the back-biasing
direction than in the forward-biasing direction, which is tantamount to a
difference between “buying” and “selling” rates in currency exchange,
metaphorically speaking.

Rectification is an important property of a photodiode that enables it to
minimize energy loss due to charge recombination; the resistance, which
the photocurrent encounters during (internal) charge recombination, is
much higher than the forward resistance during charge separation. As for
achieving good energy conversion efficiency, bR apparently relies on a
different strategy than rectification. We argue here that photogating allows
bR to prevent wasteful dissipation of converted energy in the dark.

The generation of a transmembrane proton gradient is the intermediate
step between photon energy conversion and bioenergetic synthesis of ATP
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and other energy rich compounds known as reducing equivalents, such as
NaDH and NADPH. The formation of the transmembrane electrical gra-
dient (i.e., the photovoltage) constitutes a situation similar to back biasing of
a photodiode. Back biasing provides the driving force to drive protons back
into the cell.1 In principle, there are several ways the electrochemical

Rectification (Gf > Gr )

No rectification

Photodiode

Bacteriorhodopsin

Light On +-

- +

+-

- +

hn

hn

hn

Gf

Gr

Gp> 0

Gp= 0

Light Off

Light On

Light Off

Figure 17 Schematic diagram comparing rectification in a conventional photodiode and photogating
in bacteriorhodopsin.Gf is the forward conductance andGr is the reverse conductance of the
photodiode. Photoactivation causes a photocurrent to flow in the forward direction as
indicated. As a consequence, the photodiode becomes back biased. Back biasing drives a
current in the reverse direction during illumination but the reverse current encounters a
much greater resistance because of rectification (Gr � Gf). In the dark, charge recombi-
nation is minimized because the conductanceGr is much smaller thanGf. In bacteriorho-
dopsin, there is no rectification: the forward photocurrent and the reverse current (driven
by back biasing) encounter the same resistance (1/Gp). Thus, the observed photocurrent
is actually the difference of these two currents. The constancy of the measured true
photoemf indicates that illuminated bacteriorhodopsin’s ability to maintain a net “driving
force” is not affected by the extent of back biasing. In other words, the performance of
bacteriorhodopsin during illumination has not been seriously compromised by the lack of
rectification but it would be seriously compromised if the proton conduction channel
remained open in the dark. Photogating of the proton conduction channel averts this
potential problem: Gp ¼ 0 in the dark. The plus and the minus signs indicate the
direction of biasing. In the case of bacteriorhodopsin, the signs also indicate the polarity
of the photovoltage. Adapted from Ref. [22].

1 Strictly speaking, the proton backfiow is driven both by the electrical component and by the chemical
component, of the electrochemical potential.
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potential can drive protons back to the cytoplasm: (a) protons reentering the
cell via a reverse proton flow through the same proton channel in bR
(internal charge recombination); (b) protons or other small ions reentering
the cell via leakage through the phospholipid portion of the purple mem-
brane, and thus dissipating the converted energy (shunting); (c) protons
reentering the cell via the proton channel of ATP synthase (residing in the
red membrane), thus synthesizing ATP; (d) protons reentering the cell via
the flagella motor apparatus, thus powering the motion of the flagellas; and
(e) protons reentering the cell to power a cotransport system (symport or
antiport). The first two routes would lead to wasteful dissipation of the
converted energy. They are prevented (or minimized) in the purple mem-
brane by photogating and by having a relatively small area of phospholipid
portion in the two-dimensional crystalline structure of the purple mem-
brane [104]. In the reconstituted bR BLM, Gp in the dark is considerably
smaller than Gm. This property means that the insulation against a proton
backflow via the proton conduction channel in the dark is much more
effective than the insulation of the phospholipid portion of the artificial
BLM. Quantitative comparison ofGp andGm in a native purple membrane
is not available. However, we think that the ratio Gp/Gm should be much
greater in the native purple membrane than in our experimental system
because reconstitution in our experimental system could not have achieved
the same high density of bR packing as in the native purple membrane.
From a mechanistic point of view, rectification in a photodiode is more
important in the dark than during illumination. Whereas light-induced
charge separation in a photodiode encounters the forward resistance (1/Gf

in Fig. 17), charge recombination during illumination encounters a much
higher resistance (1/Gr in Fig. 17). Nevertheless, net forward charge sepa-
ration continues because it is being pumped by light. In the absence of
illumination (photon pumping), without a higher resistance (1/Gr in
Fig. 17), the previously separated charges would recombine just as rapidly.
The bR data indicate that photon energy conversion is still possible without
rectification. The lack of rectification in the purple membrane may be the
consequence of the universal presence of reverse reactions in the scheme of
coupled consecutive charge transfer reactions (Fig. 7). However, net for-
ward charge transfers are still possible, in spite of the lack of rectification.
Thus, by means of photogating, bR achieves the same goal (in the dark, at
least) as does a photodiode by means of rectification.

We further suspect that photogating of a light-dependent proton con-
duction channel may also be present in a chlorophyll-based photosynthetic
membrane. As shown in Fig. 16A and B, the asymmetrical transient current
spikes that appear upon the onset and the cessation of illumination of a giant
chloroplast from P. metallica and of a reconstituted membrane from the
reaction center of R. sphaeroides suggest that the charge conduction pathway
in the photosynthetic reaction center may also be activated only by light.
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Evidence from direct electrical measurement of Gp (as compared to Gm) is
presently lacking. But if this interpretation is correct, then it appeared that
Nature had implemented the same design principle by using completely
different molecular constructs.

8. Concluding Summary

In this chapter, we consider the problem of biology-based solar energy
conversion as an alternative source of energy. However, we restrict our
discussion to photovoltaic solar energy conversion owing to our own limita-
tions of expertise. All naturally occurring photoconverting biodevices are
membrane based: photopigments are embedded asymmetrically in lipid bilayer
membranes. The asymmetry is a prerequisite for the photovoltaic effect to
generate useful electric energy or, more precisely, electrochemical energy.

We approach this problem by gaining engineering insights into
biological systems. We also exploit the reverse approach. We used funda-
mental principles of man-made electric devices to formulate research stra-
tegies of biological photoconverting systems. Structurally speaking,
biological systems are formidably complex. However, the technique of
forming bilayer lipid membrane (BLM) in vitro and a number of assorted
techniques inspired by the original BLM method allowed investigators to
develop model systems, which were amenable to mathematical analysis and
quantitative measurements. Essentially, a BLM-based model system fulfills
the reductionist’s dream by preserving essential features but eliminating
extraneous features that had made rigorous analysis intractable because of
inherent complexity. The advantage is immense and obvious. In science
history, many qualitative arguments or models eventually turned out to be
quantitatively wrong. BLM-based model system studies allowed investiga-
tors to eliminate fortuitous agreements between theories and experiments at
an early stage.

The primary process in photobiological membranes is light-induced
charge separation, in which the absorbed light energy is temporarily stored.
In the case of bR, this energy is utilized to drive subsequent conformational
changes, which makes possible long-distance charge separation by dividing
the process into many small substeps. Eventually, charges are separated
across the entire thickness of biomembranes. In this way, charge separation
across the entire span of BLM is stabilized since phospholipid bilayers are
good insulators that discourage charge recombination. In chlorophyll-based
photosynthetic membranes, the charge separation, in the form of electron–
hole generation, is further propagated along a chain of electron acceptors/
donors. Again, long-distance charge separation is subdivided into smaller
substeps. Again, in this way, the separated charges are stored across the
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membrane. Comparison of these different systems reveals a common fea-
ture. The scheme of successive charge separation can be viewed as coupled
consecutive charge transfer reactions.

With this insight, we analyzed twomodel systems with various degrees of
complexity. In the very outset, engineering considerations led us to realize
that the first-order business was to develop effective measurement method-
ology. We found that direct transplantation of classical electrophysiological
methodology was not the answer. However, lessons learned in classical
electrophysiology served as guidance for developing relevant model systems
as well as methodology. It did not take long for us to realize that the key to
success was “intermarriage” of electrophysiology and electrochemistry.

In the first BLM-based model system analyzed in this article, the chem-
istry was kept at a bare-bone level. It allowed us to develop the relevant
equivalent circuit analysis and two measurement methods, the tunable
voltage-clamp and the null current method. It was a fruit of interplay of
biology and engineering concepts. The separation of photoelectric effects
into the AC effect and the DC effects vastly simplified the problem and
spared us unnecessary confusions, not to mention wasting available
resources. Superficially, only the DC photoelectric effect is relevant to
solar energy conversion, whereas the AC photoelectric effect is an
unwanted side effect that accompanies premature (internal) charge recom-
bination. Nevertheless, understanding of its implication helps interpretation
of relevant experiments. In hindsight, studying the AC effect was a neces-
sary step in achieving a better understanding of photoconversion.

By means of these model systems, it became clear that photoelectric
measurements were tricky matters that need to consider an unusual form of
electric current injection. Since the electric generators are membrane based,
electric current injection takes place inside the membrane or at the
membrane–water interface, which is shielded from outside by the so-called
diffuse double layer. This situation has no counterpart in conventional
analog electronics or in classical electrophysiology. It is necessary to intro-
duce the concept of chemical capacitance. Even in hindsight, a combined
approach using equivalent circuit analysis and electrochemistry appeared to
be the only effective way to unmask to complex phenomenology and to
achieve unequivocal interpretation of the measured photoelectric data.

By combining electrochemical analysis and conventional chemical
kinetic analysis, we were able to rederive the equivalent circuit, which
was initially obtained empirically by analyzing the waveform of photo-
signals. Two prototype mechanisms of the AC photoelectric effect were
identified. These mechanisms in turn suggested strategies to “dissect” a
composite photosignals when we moved up to the next level of complexity:
bR model membranes.

The photovoltaic effect and the photoconductive effect are two
major effects of relevance to solar energy conversion. Classical
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electrophysiological techniques are inadequate to handle these two effects
especially when both coexist. The null current method was designed with
separation of these two effects in mind.

Because of the presence of a photoemf and a photoconductance, conven-
tional electrophysiological methodology cannot determine all of the relevant
circuit parameters of the DC photoelectric effect. By incorporating the
principle of potentiometry, the null current method can effectively deal
with the problem. In the two prototype systems being analyzed in this
chapter, specific photoconduction channels, enabled by photochemical reac-
tions, are connected in parallel to the nonspecific ionic conductance. Both the
photogenerated and the voltage-driven currents pass through the photocon-
duction channel. However, the photoconduction channel of bR opens only
during illumination, whereas that of the Mg-porphyrin BLM opens whether
the membrane is illuminated or not. Therefore, the photocurrent in the
bR-containing BLM consists of two fractions: a light-dependent, voltage-
independent proton current and a light-independent, voltage-dependent
proton current. In contrast, the voltage-driven electron current in
Mg-porphyrin-containing BLM is counted (measured) as a dark current;
the photocurrent is exclusively generated by photoreactions. The null current
method allows for unequivocal separation of these two separate fractions of
current without prior assumptions.

As far as light energy is converted by means of charge separation, the
issue of unwanted and premature charge recombination is always a technical
concern. Rectification is an inherent property of photodiodes that mini-
mizes the unwanted charge recombination. However, as revealed by analy-
sis of the bR system, rectification is neither mandatory nor the only way to
minimize unwanted charge recombination. Unwanted charge recombina-
tion is not a serious drawback during illumination but it is a critical matter in
the absence of illumination. bR resorts to a different mechanism: the proton
conduction channel is turned off completely in the absence of illumination.
Whereas this feature could be demonstrated by direct measurement and null
current analysis in bR-containing BLM, we suspect that it might be a
universal mechanism in other photoconverting biomembranes. We thus
invoked indirect evidence made possible by a phenomenon known as
differential responsivity. Essentially, it is a manifestation of the presence of
chemical capacitance, although controversial interpretations existed in the
literature. Differential responsivity has been exploited for construction of a
motion detector [77]. The transient waveform when light-sensitive mem-
branes are illuminated with a square-wave light pulse reflects the AC
photoelectric effect. It is an inherent feature of an RC high-pass filter.
Such a circuitry can also be used as a differentiator; the waveform appears
when the level of illumination changes. The equivalent circuit in Fig. 2
predicts a symmetric waveform. But the waveform observed in bR
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membranes and other photosynthetic membranes often exhibited asymme-
try. It turned out that the asymmetry is related to a phenomenon, which we
call photogating of bR’s proton conduction channel. The null current
analysis reveals that the parameter Rs needs not be a constant. When it is
no longer a constant, the waveform of differential responsivity may no
longer be symmetrical. The asymmetry might thus betray the presence of
the photogating phenomenon, which was first demonstrated in the bR
membrane. This mechanism of minimizing internal charge recombination
in the dark might be more universal than we had initially suspected.

Finally, a comment is in order with regard to mathematical modeling of
biological phenomena. An unspoken guiding principle in science is often
referred to as Ockham’s razor, which dictates that modeling needs not be
made unnecessarily complex. In light of Ockham’s razor, let us examine our
present approach with other rival approaches. Most conventional
approaches analyzed kinetic data by breaking a signal into exponential
components. While this was a routine approach in solution phase chemistry,
it could be problematic in analyzing photoelectric data since electrical
interaction between photoactive components and the inert supporting
membrane can distort the signal and make it difficult to interpret. The
introduction of the concept of chemical capacitance seemed to make the
analysis more complex, and the approach seemed to run contrary to the
advice of Ockham’s razor, but the resulting simplicity resides in the univer-
sality of the equivalent circuit and parsimony. For example, the clear-cut
dichotomy of light dependence of the photoemf and the photoconductance
shown in Fig. 15 could hardly be achieved by means of many ad hoc models
of limited validity. The complication brought about by chemical capaci-
tance is just a tradeoff, which paid dividends in terms of deeper understand-
ing. In the realm of technological applications, only through understanding
can real progress be made. In anticipation of the ultimate skyrocketing rise
of the oil price and the inconceivable consequence of ever elevating carbon
dioxide level in the atmosphere, it is never too early to invest in basic
research of solar energy conversion in Nature.
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Abstract

Biological membranes are heterogeneous assemblies of a variety of lipids and

proteins as well as cholesterol. The dynamic nature of these biomembranes

spans a wide range of spatiotemporal scales that are essential to their function

in cell signaling and biomolecular trafficking. In contrast, biomimetic mem-

branes are simple, stable, and versatile systems to study the physicochemical

principles such as lipid mixing, phase separation, domain formation and

intermolecular interactions, which underlie lipid bilayers assemblies under

controlled conditions. In this chapter, multiparametric fluorescence micro-spec-

troscopy approach will be described for quantitative and noninvasive investiga-

tion of molecular processes that trigger lateral and temporal heterogeneities in

biomembranes.
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1. Introduction

Biological membranes play important roles in cell signaling and bio-
molecular trafficking [1,2]. They consist of heterogeneous and dynamic
assemblies of lipids, proteins and cholesterol that are organized into asym-
metric bilayers [3]. The polar hydrophilic headgroups of phospholipids in
membranes are exposed to the aqueous environment while the hydrocar-
bon tails constitute the hydrophobic core. The lateral heterogeneity of
cholesterol content in these biomembranes causes the lipids and membrane
proteins to segregate into lipid domains with distinct biophysical properties.
Based on their detergent-resistance in biochemical assays, liquid-ordered
domains (or “lipid rafts” [4]) were first proposed to exist in the plasma
membrane at low temperatures [5]. These domains are postulated to be
enriched in phospholipids and glycosphingolipids as well as cholesterol
and GPI-anchored proteins [6–8]. However, lipid rafts remain elusive
[9] in living cells under physiological conditions, perhaps due to their
small sizes and/or transient nature. Two-dimensional Ising model analysis
[10] and single-particle tracking in a laser trap [6] of lipid rafts in intact
cells suggest sizes of 20 nm and 26 � 13 nm, respectively, which is well
below the diffraction limit of conventional microscopy [11]. Yet, these
specialized liquid-ordered domains have been implicated in a number of
essential biological processes such as ligand-activated receptor signaling and
viral infection [12,13].

In contrast, planar and vesicular model membranes provide a simple and
versatile system to investigate intermolecular interactions and large domain
formation under controlled lipid compositions [1,14–21]. The composition
of these model membranes can vary from single lipid components to
mixtures of a few lipids (either synthetic or natural extracts) and cholesterol
[4]. In planar model membranes, for example, phospholipids are usually
supported on the air–water interface that forms a single monolayer or free
standing bilayers, where the bottom layer may be anchored to the substrate
via a polymer cushion [3]. These planar models have been used for a wide
range of membrane studies such as surface tension, membrane conductivity,
channel formation, and interleaflet coupling [3,22–25]. Alternatively, vesic-
ular model membranes (liposomes) are prepared with multilamellar (multi-
ple bilayers) or unilamellar (single bilayer) vesicles, which exhibit a
significant variance in sizes such as small (SUVs, starting at �20 nm),
large (LUVs, 100–200 nm), and giant (GUVs, 10–100 mm) unilamellar
vesicles. The large size of LUVs and GUVs leads to a reduced curvature
stress and therefore more stability during optical microscopy imaging.
GUVs [26] provide a free standing bilayer (i.e., no substrate effect) that
have been widely used in numerous studies related to lipid dynamics and raft
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formation, vesicle shape changes, membrane tube formation and membrane
fusion. As a result, these models are ideal systems for phase segregation,
lipid–protein and protein–protein interactions, vesicular shape changes, and
membrane permeability studies [27–31]. Lipids in model membranes can
laterally segregate into coexisting liquid-ordered (Lo) and liquid-disordered
(Ld) domains based on the lipid type (saturated vs. unsaturated), cholesterol
content, and temperature [32]. Single phase GUVs that are made from
saturated lipids (e.g., sphingomyelin [SM]) exhibit a highly ordered gel
phase (Lb) [33,34]. Liquid-ordered lipid domains have attracted a particular
attention because they are believed to be biologically relevant with a
potential role in various cellular mechanisms including signal transduction,
cellular transport, and membrane fusion [35–37]. Based on lipid mixing, the
ability to predict the formation of specific lipid domains is of particular
interest [38]. Supported lipid bilayers allow for the formation of asymmetric
bilayers that are difficult to achieve using GUVs. The geometrical features
of these planar bilayers allow for a relatively easy analysis of the size and area
of lipid domains [39].

Biomimetic membranes also provide a platform for investigating the
effects of harmful peptides or toxins to the integrity of biological mem-
branes. The underlying mechanisms of such membrane destabilization
include membrane solubilization (i.e., peptides acting as detergents) and/
or pore formation across the bilayer via leakage experiments [39]. Incorpor-
ating proteins into model bilayers is particularly important in testing the
hypothesis that membrane proteins emulsify lipid domains in intact cell
membranes leading to smaller and more dynamic domains [40,41]. Hinder-
liter et al. demonstrated that changing the chemical structure of lipids will
affect the lipid–lipid interactions while altering protein-induced lipid-
domain formation in a predictable manner [41]. One of the challenges in
incorporating membrane proteins into model bilayers, however, is that
most amphiphilic membrane proteins denature in the organic solvents
used in vesicles preparation. Yet, small proteoliposomes containing bacteri-
orhodopsin have been successfully fused with GUVs [42–44]. Doeven et al.
used sucrose to prevent the inactivation of distinct membrane proteins
during the dehydration step of the GUVs formation process [45]. Another
new method was reported for reconstituting membrane proteins (sarcoplas-
mic reticulum Ca2þ-ATPase and the proton pump bacteriorhodopsin) into
GUVs [46].

There are some concerns, however, about the biological relevance of
model membranes [1,4,47]. At the center of this ongoing discussion is
the stable large-sized domains observed in model membrane that remain
elusive in the plasma membrane of live cells under physiological conditions.
These thermodynamically stable lipid domains in model membranes are
fundamentally different from the dynamic nature of biological membranes.
In addition, model membranes are mostly made from one or two lipids as a
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function of cholesterol content as compared with the large variety of lipid
types and membrane proteins present in biological membranes. The large
variation of lipids in biological membranes minimizes line tension, which
can be a contributing factor in creating large domains in biomimetic
membranes. To address some of these concerns, giant plasma membrane
vesicles (GPMVs), also known as membrane blebs, were introduced [48] as
an alternative model. GPMVs (12 � 8 mm in diameter) are isolated from
the plasma membrane of mammalian cells with lipid variation and mem-
brane proteins intact, which provide a more realistic biomimetic model
[49]. However, the cytoskeleton underlying the plasma membrane in intact
cells is absent from the GPMVs model. Recent studies demonstrated the
presence of lipid domains in these GPMVs at low temperature [11,49,50],
which resemble those domains observed in GUVs. In addition, transmem-
brane and outer leaflet anchored proteins are generally found to partition in
liquid-ordered like domains. In contrast, the inner leaflet anchored proteins
are shown to partition in the liquid-disordered phase [49]. This liquid–
liquid phase separation in GPMVs at low temperature, however, is absent
from the plasma membrane of mammalian cells under either similar or
physiological conditions. One contributing factor may be the absence of
the actin cytoskeleton that may regulate the lipid heterogeneity in the
plasma membrane in living cells [51,52]. The size and lifetime of lipid
domains in GPMVs fluctuate as the temperature approaches the transition
temperature of phase separation [10].

Biophysical methods play a central role in lipid domain studies and other
biophysical aspects of biomembranes. This chapter describes a multimodal
fluorescence micro-spectroscopy approach (Fig. 1) to study molecular
organization, interaction, diffusion and order in a lipid bilayer. In this
multiparametric approach, the thermodynamic variables of membrane
assembly include lipid type, cholesterol content, protein presence, temper-
ature, and mechanical forces, which can be controlled. The biophysical
questions of interest will then dictate what model membrane to use as well
as the nature of the thermodynamic quantities to be manipulated. The
fluorescence (confocal or two-photon) microscope is used to visualize the
formation and dynamics of lipid domains under specific thermodynamics
conditions. Variation of the membrane local environment (i.e., lateral
heterogeneity), lipid domains, and the interactions among the constituents
of bilayers can be quantified using fluorescence lifetime imaging microscopy
(FLIM) due to its superior sensitivity to structural and environmental
changes. The order of lipid analogs in the bilayer as well as the membrane
fluidity is quantified in space and time using fluorescence polarization
imaging and time-resolved anisotropy measurements, respectively. Finally,
fluorescence correlation spectroscopy (FCS) is the tool of choice for mea-
suring the diffusion kinetics of lipid analogs and proteins in the membrane.
This chapter is not intended to be a thorough review of membrane studies,
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Figure 1 Multiparametric approach for studying different biophysical aspects of lipid
domains in model membranes. From the model membrane perspective, a range of
thermodynamics parameters can be controlled for creating distinct lipid domains accord-
ing to a phase diagram. These thermodynamic parameters include lipid type, cholesterol
content, temperature, proteins, and mechanical forces. The type of biophysical studies
will dictate the experimental design using the proposed multiparametric fluorescence
approach. For example, the excitation and detection wavelength will depend on
the fluorescent lipid analogs being used for lipid domain imaging using confocal
(one-photon, blue) or two-photon (red) microscopy. Complementary fluorescence
lifetime imaging (FLIM) exploits the sensitivity of fluorescence lifetime of lipid analogs
to different domains and the lateral heterogeneity of the membrane. In addition,
fluorescence lifetime and intensity images, recorded simultaneously on a calibrated
microscope, can be used to estimate the concentration of fluorescent lipids. Polariza-
tion-analyzed imaging of lipid domains is also used to quantify the order parameter and
fluidity of lipid domains. FCS is another essential tool for fluctuation analysis and
the quantification of lateral diffusion kinetics of a lipid analog in a lipid domain. The
proposed multiparametric approach provides rich biophysical information concerning
the formation and dynamics of lipid domains under controlled thermodynamics.
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but rather to serve as a technical resource for researchers who are interested
in different aspects of membrane biophysics. In so doing, recent develop-
ments in model membrane studies will be selectively highlighted within the
context of each technique.

2. Visualization of Lipid Domains in Model

Membranes

Confocal and two-photon fluorescence microscopy has been used to
investigate the segregation of lipids into phase domains as a function of lipid
type and cholesterol content in model membranes. The general approach
for visualizing lipid domains in model membranes involves the use of phase
specific fluorescent markers [39]. Multichannel confocal images are then
recorded using the appropriate excitation laser and fluorescence emission
wavelengths for each label. While the excitation laser in these experiments is
polarized, the emitted fluorescence is depolarized. Figure 2 shows different
DIC (differential interference contrast) and confocal images of lipid domains
in GUVs, labeled with DiI-C12 (liquid-disordered) and Alexa-cholera-
toxin B (Alexa-CTXB, liquid-ordered). Two-dimensional DIC (Fig. 2A)
and confocal (Fig. 2B) cross-section of a single GUV indicate the localiza-
tion of DiI-C12 in the lipid bilayer of fluid GUV made of dioleylpho-
sphatidylcholine (DOPC). The corresponding three-dimensional confocal
image (Fig. 2C) shows a homogenous distribution of DiI-C12 on the lipid
bilayer of a vesicle. In ternary GUVs, liquid-ordered (Fig. 2D) and liquid-
disordered lipid domains coexist under specific lipid mixing, shown here as
a cross-section of a single vesicle labeled with Alexa-CTXB and DiI-C12,
respectively. Two-channel three-dimensional confocal imaging of liquid–
liquid phase coexistence in ternary GUVs is also shown (Fig. 2G and H)
using 1:1 of DOPC and SM lipids with 20% mol of cholesterol. Different
shapes of liquid–liquid domains (Fig. 2I) can be created with controlled
lipid and cholesterol mixing [32–34]. Panels (H)–(I) in Fig. 2 demonstrate
the segregation of DiI-C12 and Alexa-CTXB in the coexisting liquid–liquid
lipid domains of ternary GUVs.

Ariola et al. have recently investigated the partitioning and dynamics of a
new fluorescent cholesterol analog (namely, Bodipy-Cholesterol) in ter-
nary-phase GUVs [33]. In those studies, the GUVs were made from
different molar ratios of DOPC, SM, and cholesterol. The specific lipid
compositions were determined from the published phase diagram for
DOPC/SM/cholesterol in GUVs at 23 �C [53]. The naturally fluorescent
dehydroegosterol (DHE) is another cholesterol analog that induces liquid-
ordered domains in GUVs [54]. In contrast with the nonfluorescent choles-
terol, the DHE fluorescence originates from two additional double bonds in
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the steroid ring system. However, this cholesterol analog absorbs in the UV,
which requires special optics. Baumgart et al. also reported on the liquid–
liquid domain coexistence in GUVs model with a direct correlation
between the lipid composition, local membrane curvature, and line

Dil-C12 (DIC)

Alexa-CTXB

Alexa-CTXB Dil-C12 Dil-C12 & Alexa-CTXB

Dil-C12 Merged
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Figure 2 Two- and three-dimensional imaging of lipid phases in GUVs using confocal
microscopy. Optical cross-sectioning, using DIC (A) and confocal (B: 2D, C: 3D)
microscopy reveal that DiI-C12 is homogeneously distributed and localized in the
lipid bilayer of a single DOPC phase, liquid-disordered GUV. In ternary GUVs,
liquid-ordered (D) and liquid-disordered (E) domains are labeled with Alexa-cholera-
toxin B (Alexa-CTXB) and DiI-C12, respectively, as shown using 2D optical section-
ing. The merged liquid–liquid lipid phases (F) indicates their laterally heterogeneous
coexistence in the same GUVs. In the region of liquid–liquid coexistence of the phase
diagram, 3D imaging using DiI-C12 and Alexa-CTXB reveals interesting shapes (G–I)
of ternary GUVs. These images were recorded using 543-nm excitation with 1.2 NA,
water immersion objective.
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tension [32]. In addition, a long-range domain ordering was observed in the
form of locally parallel stripes and hexagonal arrays of circular lipid domains,
curvature-dependent domain sorting, and membrane fission into separate
vesicles at domain boundaries [32].

Two-photon excitation microscopy [55–57] has some advantages over
confocal microscopy in studying lipid-domain formation [35,58,59]. For
example, the spatial resolution in two-photon microscopy is inherently high
(due to the nonlinear excitation) without the need for de-scanning and a
pinhole for rejecting out-of-focus photons, which are keys in confocal
microscopy. It is also possible to excite multiple phase specific fluorophores
for monitoring lipid-domain formation. Importantly, the excitation wave-
length in two-photon microscopy (730–1000 nm) is easily distinguishable
from the fluorescence emission wavelength (�400–650 nm), which mini-
mizes the detection of laser scattering. A typical two-photon fluorescence
image of DiI-C12 in single membrane vesicle, isolated from the plasma
membrane of an epithelial HTB126 cell, is shown in Fig. 3A. The angular
distribution of fluorescence intensity can be understood in terms of
the relative orientation of the DiI-C12 dipole with respect to the laser
polarization (arrow), especially under polarization-analyzed emission. The
morphology of lipid domains in GUVs has also been characterized using
two-photon microscopy imaging of 6-dodecanoyl-2-(dimethylamino)
naphthalene (Laurdan) at different temperatures [35] as well as a newly
developed cholesterol analog (namely, Bodipy-cholesterol) [33]. Guided
by the phase diagram, lipid domains of different sizes and shapes were also
observed. In another study, di-4-ANEPPDHQ was found to partition into
both liquid-ordered and liquid-disordered phase domains in model mem-
branes using both linear and nonlinear imaging [60]. The dye is water
soluble and yet it exhibits a high affinity to lipid membranes. Importantly,
the fluorescence of di-4-ANEPPDHQ is blue-shifted by 60 nm in liquid-
ordered phase as compared with liquid-disordered phases. Interestingly,
di-4-ANEPPDHQ has generated a greater second harmonic signal in the
liquid-disordered phase.

3. Fluorescence Lifetime Imaging is Sensitive to

Lipid Phase and Intermolecular Interactions

Lipid–lipid and lipid–protein interactions play a critical role in mem-
brane assembly and lipid-phase segregation into domains. The restriction of
these membrane constituents in two-dimensional bilayers enhances such
intermolecular interaction probability, which leads to lateral heterogeneity
in local concentrations, bilayer thickness, and lateral pressure in biomem-
branes. Such heterogeneity is likely to regulate the function of membrane
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Figure 3 Two-photon fluorescence lifetime image of DiI-C12-labeled GPMVs
isolated from HTB126 epithelial cells. The two-photon fluorescence intensity of
DiI-C12 (A) was excited using 950 nm in a single vesicle. The corresponding
two-photon fluorescence lifetime image is also shown for the same vesicle (B). The
fluorescence emission in these measurements was detected at the magic angle to
remove any rotational effect on the excited state dynamics of DiI-C12. As a result, the
polarization-analyzed excitation and detection of DiI-C12 emission leads to the
observed angular-dependence of the fluorescence with respect to the laser polarization
(the arrow), which is directly related to the relative orientation of the DiI-C12 dipole in
the membrane. The color code (B) and the pixel-lifetime histogram (C) reflects the
average lifetime distribution of the DiI-C12 in each pixel of this image. Complementary
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proteins in cell signaling [61]. Due to the sensitivity of fluorescence lifetime
to molecular structure, intermolecular interactions, and local environment,
FLIM is a powerful tool for elucidating the underlying mechanisms for the
lateral heterogeneity of biomembranes. What makes FLIM so appealing is
that the same fluorescence label can be used to probe different lipid
domains. To do so, however, an understanding of the spectroscopy and
excited-state dynamics of a given label is required.

Unlike confocal microscopy, two-photon FLIM of biomolecules is
mostly carried out using laser pulses for excited-state interrogation. The
detection of excited state fluorescence photons, emitted by a fluorophore in
a given environment, is a statistical process that is generally described as an
exponential decay. The complexity of such fluorescence decay depends on a
number of molecular and environmental parameters such as the chemical
structure of the fluorophore, temperature, pH, the local environment, and
competing nonradiative processes of the excited state. Hence, FLIM
method is uniquely sensitive to the chemical structure of lipid analogs and
proteins, the local environment, and the manner in which they are inter-
calated with the membrane. There are two modes of operation for FLIM in
either time or frequency domains, which are described in details elsewhere
[62]. The discussion here will be limited to time-domain FLIM [63], which
is based on time-correlated single-photon counting (TCSPC) [63,64].

In TCSPC, the fluorophore is exciting with a laser pulse and, simulta-
neously, the electronics are triggered (or synchronized). The arrival time of
the first detected fluorescence photon is recorded for each excitation-
detection cycle. The probability histogram of detecting a fluorescence
photon per cycle is recoded as a function of time, which constitutes the
fluorescence decay that describes the excited-state dynamics of a given
fluorophore. This excitation-detection cycle is repeated to enhance the
signal-to-noise ratio, which is critical for multiple exponential decay analy-
sis. However, these fluorescence decays are convoluted with the systems
response function and therefore a deconvolution algorithm is required to
extract the exact excited state dynamics, especially when both take place on
comparable time scales. Based on the chemical structure and surrounding
environment of a given fluorophore, the fluorescence emission is generally
depolarized due to rotational diffusion during its excited state lifetime. As a
result, the fluorescence emission should be detected at the magic angle

one-photon, single-point measurements of the DiI-C12 fluorescence in similar GPMVs
(D) provide reliable data with good signal-to-noise level and high temporal resolution
as a point of reference for FLIM. The fluorescence decay is a biexponential with
t1 ¼ 1.0 � 0.1 ns, a1 ¼ 0.79 � 0.09, t2 ¼ 1.8 � 0.3 ps, and a2 ¼ 0.2 � 0.1) with
an estimated average lifetime of 1.1 � 0.1 ns. The fitting curve (dotted, gray) and the
system response function are also shown (D).
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(54.7� with respect to the excitation laser polarization) to eliminate any
rotational effect on the excited state dynamics [63–65]. Based on the
chromophore structure and surrounding lipid phase, the magic-angle fluo-
rescence intensity decay (I54.7) of a chromophore can be generally described
as [34,66–68]

I54:7 x; y; tð Þ ¼
X3
i¼1

ai x; yð Þexp �t=ti x; yð Þ½ �: ð1Þ

The time constants (ti) and amplitudes (ai) are used to calculate the average
fluorescence lifetime,

P
aiti/ai. These measurements can be done in either

scanning (FLIM) or single-point mode, where the 1P excitation laser is
strategically focused on a selected lipid domain [33]. The complementary
single-point measurements provide both high signal-to-noise ratio as well as
temporal resolution as compared to FLIM. However, FLIM image provides
superior spatial resolution that can be advantageous for phase separation and
lipid-domain formation studies.

A typical cross-sectional FLIM image of a DiI-C12-labeled GPMV,
isolated from HTB126 epithelial cells, is shown in Fig. 3B under 950-nm
illumination. The fluorescence per pixel decays as a biexponential with
t1 ¼ 0.9 � 0.2 ns (0.8 � 0.1) and t2 ¼ 2.1 � 0.3 ps (0.2 � 0.1), and an
estimated average lifetime of 1.13 � 0.09 ns (n ¼ 12 pixels). The
integrated two-photon fluorescence intensity per pixel is also shown
(Fig. 3A) for the same vesicle. The apparent angular dependence of the
fluorescence intensity in these images is attributed to the polarization-
analysis (and therefore the order) of the DiI-C12 dipole moment distribu-
tion (with respect to the laser polarization) within the lipid bilayer. The
lifetime–pixel histogram (Fig. 3C) is broad with a peak around 1.13 ns and a
full-width-half-maximum of 0.24 ns. With a negligible background, such
broad distribution is likely due to a heterogeneous environment of the lipid
bilayer. To enhance the signal-to-noise and temporal resolution in FLIM, a
complementary single-point fluorescence decay of DiI-C12 in GPMV was
also measured (see Fig. 3D), where the one-photon laser pulses are strate-
gically focused on the membrane during data acquisition. At room temper-
ature, the fluorescence decays as a biexponential (t1 ¼ 1.0 � 0.1 ns,
a1 ¼ 0.79 � 0.09, t2 ¼ 1.8 � 0.3 ps, and a2 ¼ 0.2 � 0.1) with an esti-
mated average lifetime of 1.1 � 0.1 ns, which agrees with the mean value in
FLIM image. Loura et al. also reported a biexponential fluorescence decays
for DiI-C12 in the lipid bilayer of large unilamellar vesicles [69]. The
measured average fluorescence lifetime of DiI-C12 in DLPC and DSPC
LUVs were 0.74 and 1.06 ns, respectively [69]. The two fluorescence
lifetime components of DiI-C12 also persist in membrane blebs isolated
from HTB126 using either GPMV buffer or H2O2 treatment as well as in
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the lipid bilayer of fluid GUVs [34]. In single-phase, DOPC vesicles, the
DiI-C12 fluorescence also decays as a biexponential with 0.75 � 0.04 ns
average lifetime [34]. These studies show that the fluorescence lifetime of
DiI-C12 is sensitive to lipid type. Comparative studies on DiI-C12 in
methanol also indicate a biexponential fluorescence decay with
t1 ¼ 67 ps, a1 ¼ 0.11, t2 ¼ 254 ps, a2 ¼ 0.89, and an average lifetime
0.25 � 0.03 ns [34]. This would suggest that the biexponential decay of
DiI-C12 is attributed to the excited-state processes, which are sensitive to
the surrounding environment. However, the biexponential fluorescence
decays of DiI-C12 can also be attributed to structural and environmental
heterogeneity of the local membrane as shown by time-resolved anisotropy
measurements (see below). Using the same experimental approach, Ariola
et al. demonstrated that the fluorescence lifetime of Bodipy-PC (i.e., tail-
labeled lipid analog) is a sensitive probe for lipid order, particularly in the
hydrophobic region of the bilayer of single-phase DOPC (Ld) and DPPC
(Lb) vesicles [34].

Fluorescence lifetime measurements can also be used to calculate the
efficiency of Förster resonance energy transfer (FRET) [70], which is also a
powerful method to evaluate the lateral organization of lipids and their
segregation into nanoscopic domains in the plasma membrane of live cells
[67] or model membranes [33,69]. The spatial sensitivity of FRET to the
donor–acceptor distance (�10 nm) in the bilayer allow for defeating the
diffraction limit (�l/2) on the spatial resolution inherent in conventional
optical microscopy. Importantly, such sensitivity to donor–acceptor dis-
tance is ideal for studying the elusive lipid domains “or rafts” in living cells,
which are believed to be a few nanometers in size. In time-resolved FRET,
the energy transfer efficiency (E ¼ 1 � tDA/tD) can also be calculated
using the measured fluorescence lifetime for the donor with (tDA) and
without (tD) the presence of an acceptor [66]. FRET between two fluor-
ophores can provide insights into donor and acceptor partitioning in lipid
domains of a bilayer. For example, Ariola et al. have demonstrated recently
that 2P-FLIM images of a new Bodipy-cholesterol analog are sensitive to
lipid phase domains in ternary GUVs, especially in the presence of DiI-C12

as a label for the liquid-disordered phase [33]. Based on these results, it was
concluded that Bodipy-cholesterol and DiI-C12 are a likely FRET pair for
studying lateral heterogeneity in biomembranes. The estimated FRET
efficiency in Ld domains is 0.19 � 0.07 with an average donor–acceptor
distance (R) of 2.6 � 0.2 nm [33]. The fluorescence decay of the donor, in
the presence of an acceptor, in lifetime-based FRETmeasurements, can also
be used to estimate the partitioning coefficient of the donor in a given lipid
phase in a lipid bilayer [71].

Like any other imaging techniques, FLIM has some drawbacks.
For example, the signal-to-noise ratio per pixel is usually low due to the
large number of pixels per image, which requires a long data acquisition
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time. To reduce the acquisition time in FLIMmeasurements, the image size
can be reduced. Another approach to reduce the acquisition time is to
reduce the number of time bins per pixel at the expense of the temporal
resolution, which is usually low in FLIM measurements. The maximum
achievable photon count rate is also limited to �10% of the repetition rate
of the laser pulses to avoid pile-up effect. Complementary single-point
measurements complement the FLIM method with improved signal-
to-noise ratio as well as temporal resolution [33,34,67,68]. The heteroge-
neity of biomolecular concentration in cells could also lead to regions with
low S/N in FLIM images, which could complicate the analysis. Phasor
approach simplifies FLIM image analysis to identify regions of similar
lifetime [72–74] and therefore chemical composition as well as local envi-
ronment. Finally, care must be taken when interpreting the multiexponen-
tial fluorescence decays, which can be attributed to heterogeneity in local
environment, variation in the chemical compositions, or excited state
processes of the same fluorophore. In addition to other control experiments,
complementary time-resolved anisotropy measurements would enable us to
examine whether the multiexponential fluorescence decays in FLIM can be
attributed to structural (or environmental) heterogeneity of lipid domains
[33,34,75].

4. Order and Fluidity of Lipid Bilayers as

Measured Using Fluorescence Polarization

Imaging

Lipid dynamics, lipid packing, and order fluctuations are critical for
bilayer assembly, membrane fluidity, lipid-phase transition, and the coexis-
tence of lipid domains. The dynamic nature of lipids regulates lipid–lipid,
lipid–cholesterol, and lipid–protein interactions, which may lead to the
transient formation of specialized domains. The corresponding lipid packing
(fatty-acyl chain conformation) and order fluctuations are likely to play an
important role in many membrane-mediated events such as passive Naþ

transport, membrane fluidity, and bilayer compressibility. Lipid dynamics
take place over a wide range of time scales (picoseconds to microseconds)
and, as a result, time-resolved fluorescence anisotropy [76] is a powerful tool
for investigating lipid conformation dynamics and order fluctuation on
these time scales. Complementary steady-state anisotropy imaging of a
fluorescent lipid yields valuable information concerning its orientation,
order, and fluidity in the lipid bilayer with respect to the excitation-laser
polarization. The temperature dependence of steady-state fluorescence
emission anisotropy of a lipid analog would also reveal the phase transition
profiles of the lipid bilayer. These biophysical parameters of lipid bilayers are
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also sensitive to phase separation and, therefore, essential in modeling lipid
compartmentalization [77].

Anisotropy imaging, r(x, y, t), of a lipid- or cholesterol-analog, at a given
pixel in a bilayer, can be calculated using the simultaneously measured
parallel, Ijj(x, y, t), and perpendicular, I?(x, y, t), fluorescence polarization
images such that [34,67,68]

r x; y; tð Þ ¼ Ik x; y; tð Þ �G�I? x; y; tð Þ� �
Ik x; y; tð Þ þ 2G�I? x; y; tð Þ� � : ð2Þ

The polarization-analyzed intensities must be corrected for the background
signal. The G-factor accounts for possible polarization-biased detection
efficiency and is estimated using the tail-matching approach [66]. The
steady-state anisotropy can be calculated as the time (t) approaches infinity.
The corresponding time-resolved anisotropy can generally be described as a
multiexponential decay function. For example, time-resolved anisotropy of
DiI-C12 in a lipid bilayer can be generally fitted to

r x; y; tð Þ ¼
X2
i¼1

bi x; yð Þexp �t=fi x; yð Þ½ �; ð3Þ

where the preexponential factor (bi) represents the relative contribution of
the ith rotational component (or species) to the anisotropy decay. Theoret-
ically, the sum of all preexponential bi values must equal the limiting
anisotropy value (r0). The r0-value is sensitive to fluorescence depolarization
due to molecular rotation, nonlinear absorption/emission, ultrafast energy
transfer, and instrumentation (e.g., high NA objectives) [66,76]. The rota-
tional time (j) constant depend on the chemical structure of the fluoro-
phore, the lipid compositions of the bilayer, and how the fluorophore
interacts with the bilayer. In some cases, however, the second rotational
component is too slow such that the corresponding amplitude is called
“residual anisotropy, r1” [65]. The initial anisotropy depends on the orien-
tation angle (d) between the absorbing and emitting dipoles [66,78] such
that the maximum theoretical value of r0 is 0.40 (for one-photon) and 0.57
(for two-photons) [66]. Careful analysis of scattered light, G-factor, and
optical depolarization due to the high NA objective [79,80] are critical for
meaningful steady-state anisotropy images. The diffusion coefficient (DR)
of a spherical fluorophore depend on its hydrodynamic volume (V ) and
local viscosity (�) such that DR ¼ 1/6j ¼ kBT/6�V, where kB and T are
the Boltzmann constant and temperature, respectively [66]. In addition,
these measurements are also useful for examining the randomized dipole
orientation assumption (i.e., k2 ¼ 2/3) for the donor–acceptor pairs in
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FRET analysis [70]. It is worth mentioning that in-plane and out-of-plane
rotation of lipid and cholesterol analogs can be investigated based on the
relative orientation of the molecular dipole orientation in the bilayer with
respect to the laser polarization. During the time-resolved anisotropy
measurements, however, care must be taken to ensure the vesicle stability
during the data acquisition time to eliminate additional depolarization due
to vesicle movement.

A typical steady-state, two-photon anisotropy image of DiI-C12 in a
membrane bleb, isolated from HTB126 epithelial cell, is shown Fig. 4B
along with a conventional confocal cross-section image (Fig. 4A). Steady-
state anisotropy imaging provides valuable information concerning the degree
of order in lipid domains and the dipole-moment orientation distribution of
lipid analogs in a lipid bilayer. This anisotropy image was constructed using
simultaneous recording of the parallel and perpendicular two-photon fluores-
cence polarization and the steady-state anisotropy per pixel was calculated
using Eq. (3) [33,34,68]. The polarization of the two-photon laser is
perpendicular to the microscope axis. These results clearly indicate distinct
environmental restrictions and the order of DiI-C12 dipole on the membrane.
The same approach has been applied to lipid bilayers in GUVs labeled with
DiI-C12 and Bodipy-PC [34] as well as Bodipy-cholesterol [33].

Additional information on the degree of orientation of the probe in the
membrane could be obtained from the angle-dependent fluorescence
intensity, I(y), around the vesicle contour [75]:

I yð Þ ¼ A
1

5
þ 2

7
S þ 3

35
P þ 6

7
S � Pð Þsin2 yð Þ þ Psin4 yð Þ

� �
; ð4Þ

where the order parameters (S and P) that correspond to different moments
of the probe orientation distribution and A is a constant reflecting total
intensity [75]. These analyses apply to an experimental configuration where
the excitation laser is polarized perpendicularly to the microscope axis while
the fluorescence emission is detected without polarization analysis. The S
order parameter is given by h(3 cos (d) � 1)/2i as compared with h(3 � 30
cos (d)2 þ 35 cos (d)4/8i for the P order parameter [75].

Complementary one-photon anisotropy decays of DiI-C12 were also
measured in membrane blebs (Fig. 4C) to directly estimate the order param-
eter (S) as well as the membrane fluidity. Under the same conditions, the
anisotropy decays of rhodamine green in buffered solution decays as a single
exponential with 180 � 10 ps at room temperature, which is much shorter
than its excited state lifetime (3.95 � 0.05 ns). As a result, we used rhoda-
mine 6G to estimate the G-factor (�0.74) using the tail-matching approach
[65]. The anisotropy of DiI-C12 in a GPMV, isolated from HTB126, decays
as a biexponential with rotational time constants of j1 ¼ 221 � 58 ps
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(b1 ¼ 0.04 � 0.01) and j2 ¼ 24 � 9 ns (b2 ¼ 0.23 � 0.01). The initial
anisotropy (r0 ¼ b1 þ b2) is 0.27 � 0.02, which is significantly smaller than
the theoretical limit (0.4) and may indicate a homo-FRET or another faster
dynamic process than our temporal resolution. The slow rotational time can
be attributed to the tumbling motion of DiI-C12 in the lipid bilayer near the
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Figure 4 Polarization imaging and time-resolved anisotropy of 2P-fluorescence of
DiI-C12-labeled GPMV, isolated from HTB126 epithelial cells. (A) A confocal, cross-
sectional image of DiI-C12-labeled membrane bleb was recorded using 543-nm excita-
tion. (B) The corresponding two-photon anisotropy image of DiI-C12 in a membrane
bleb is also shown using 950-nm excitation. The laser polarization in both confocal and
two-photon microscopy is shown here as an arrow within a plane that is perpendicular
to the microscope axis. The color code in the anisotropy image represents the average
anisotropy value per pixel as calculated using Eq. (2). The polarization of the two-
photon laser is perpendicular to the microscope axis and the size of the GUV shown
here is �75 mm. (C) A typical time-resolved, one-photon anisotropy of DiI-C12 in a
GPMV (curve 1) decays as a biexponential with j1 ¼ 221 � 58 ps (b1 ¼ 0.04 � 0.01)
and j2 ¼ 24 � 9 ns (b2 ¼ 0.23 � 0.01). These measurements were carried out using
480-nm laser pulses (repetition rate of 4.2 MHz). As a control, the anisotropy decays of
rhodamine green in buffered solution decays as a single exponential with 180 � 10 ps at
room temperature, which is much shorter than its excited state lifetime
(3.95 � 0.05 ns). As a result, we used rhodamine 6G to estimate the G-factor
(�0.74) using tail-matching approach.
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hydrophilic region of themembrane. It is not clear, however, whether the fast
rotational time is due to a homo-FRET [81–83] among neighboring DiI-C12

molecules or a nonspecific binding of this lipid analog to the membrane. The
multiexponential decay of the DiI-C12 anisotropy in a membrane bleb
(Fig. 4C) suggest a structural/environmental bases to the observed biexpo-
nential decay in fluorescence lifetime measurements (Fig. 3D). The order
parameter (S) can be calculated using the amplitude fractions of the fast and
slow rotational times [34,65], where S ¼ (r1/r0)

0.5 � [b2/(b1 þ b2)]
0.5,

with an estimated S ¼ 0.92 � 0.02 for DiI-C12 in these membrane blebs at
room temperature. These results indicate that the order parameter of DiI-C12

in GPMVs is larger than that in the lipid bilayer of fluid GUVs (0.48 � 0.03)
[34], which is not surprising due to the presence of elevated cholesterol
content [2], sphingolipids, and proteins in the GPMVs. For the same reasons,
the lipid bilayers in liquid-disorderedGUVsmodel are more fluidic than those
vesicles isolated from the plasma membrane of mammalian cells. Ariola et al.
have used a similar approach using different lipid and cholesterol analogs for
probing the hydrophobic and hydrophilic regions of lipid bilayers in GUVs
model [33,34].

5. Translation Diffusion Kinetics of Lipid and

Cholesterol Analogs are Sensitive to Phase

Domains in Lipid Bilayers

The diffusion of biomolecules in the crowded cellular milieu plays an
important role in regulating their activity and function in cell biology.
Diffusion also influences how proteins interact during cell signaling as
well as the formation of functional biomolecular assemblies. The nature of
diffusive motions of cellular proteins may also lead to their segregation
into subdomains for functional purposes. The diffusion kinetics of those
biomolecules depends on the local cell environment. For example, the two-
dimensionally restricted diffusion of membrane-associated proteins enhances
their local concentration and, therefore, the probability of protein–protein
interactions in a given signaling pathway for regulation purposes. The lipid
bilayer thickness, lipid heterogeneities, and lateral pressure in biomembranes
may also play a regulatory role of membrane proteins function [61]. Transla-
tional diffusion is also a sensitive to lipid phase domains as well as cholesterol
content in model membranes [18,31,33,84]. As a result, quantitative and
noninvasive studies of diffusion patterns are essential in understanding function
of biomolecules and whether these molecules transiently associate with other
complexes, lipid rafts [12,13,85], and the cytoskeleton [86].

From the experimental standpoint, lateral diffusion of fluorescent lipid
analogs within biomembranes has been reported in different lipid domains
using single particle tracking [87,88], fluorescence recovery after
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photobleaching [89], and FCS [19,31,33,84,90]. FCS relies on fluorescence
fluctuations analysis of single-molecules (10�11 � 10�9 M), as they diffuse
throughout an open observation volume defined optically [90]. The low
concentration of fluorescent labels in FCS experiments is needed to mini-
mize its disturbance of the packing thermodynamics of lipid bilayers or
interfere with the biological function of target proteins. The description of a
typical FCS experimental setup can be found elsewhere [33,68,90–92].
To separate artifacts from genuine photophysical processes, the FCS system
must be routinely calibrated using a photostable fluorophore (e.g., rhoda-
mine 6G or rhodamine green) with a known translational diffusion
coefficient (DT � 2.8 	 10-6 cm2/s) at low laser intensities [90,92,93].
In conventional FCS, the autocorrelation function, G(t), of a single species
diffusing in three dimensions (3D) is given by [90–92]

GD tð Þ ¼ N�1 1þ t=tDð Þ�1
1þ t=o2

0tD
� ��0:5

; ð5Þ

where N is the average number of molecules diffusing in an open 3D
Gaussian observation volume with an axial-to-lateral dimension ratio of
o0 ¼ z/oxy. The diffusion time (tD), which is the average residence time
of a diffusing molecule through an observation volume, is used to calculate
the translational diffusion coefficient (DT). The corresponding autocorrela-
tion function for a diffusing fluorophore in a lipid bilayer (i.e., two-dimen-
sional, 2D) is independent of the structural parameter (o0) and is given
by [94,95]

GD tð Þ ¼ 1

N

1

1þ t=tDð Þ ; wheretD ¼ o2
xy=4DT ð6Þ

In crowded environments and restrictive domains, molecules are likely to
undergo anomalous diffusion, which implies that the mean square displace-
ment of the molecule grows asymptotically as hr2i ¼ 4Gtg. In this case, the
autocorrelation function for such molecular diffusion is given by [96]

GD tð Þ ¼ 1

N

1

1þ t=tDð Þg½ � ¼
1

N

1

1þ Gtg=4o2
xy

h i ; ð7Þ

where G (unit: cm2/sg) is the transport coefficient and g is the degree of
anomality (i.e., deviation from Brownian diffusion, where g ¼ 1) where 0 <
g < 1. The Stokes–Einstein equation describes the translational diffusion
coefficient of a spherical fluorophore in solution (3D) as a function of
temperature (T ), the Boltzmann constant (kB), and the hydrodynamic radius
(a) of the diffusing species such that DT ¼ kBT/6p�a [66]. The
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autocorrelation curves are analyzed using OriginPro 7 and the fit goodness
was judged by both the residual and w2.

Figure 5 (panels A and B) depicts the experimental arrangement for
diffusion studies in the bilayer of a vesicle. Keep in mind that the membrane
tilting with respect to the microscope axis (or laser polarization) may affect
the nature of autocorrelation curve and, therefore, the observed diffusion
[96]. A typical autocorrelation curve of DiI-C12 fluorescence fluctuation in
GPMVs is shown in Fig. 5C. The FCS setup was calibrated using Rh6G
(PBS, pH 7.4) at room temperature (curve 1), which is best described using
Eq. (5) with a diffusion time of �0.11 ms, which corresponds to a known
diffusion coefficient of DT ¼ 2.8 	 10�6 cm2/s and a lateral extension of
�0.35 mm for the observation volume. Under the same experimental
conditions, the diffusion time of DiI-C12 (curve 2) is 0.26 � 0.01 ms,

1.2

1.0

G
 (

t)

0.8

(1) (2) (3) (4)

1E-3 0.01 0.1 1 10 100 1000

Correlation time (ms)

A

B

0.6

0.4

0.2

0.0

Figure 5 Translational diffusion of DiI-C12 in the lipid bilayer of GPMVs that is
isolated from HTB126 epithelial cells. The autocorrelation curves of rhodamine 6G
(curve 1) and DiI-C12 in DMSO (curve 2) are well described by a 3D autocorrelation
function with 0.11 and 0.26 ms diffusion time constant, respectively. In the lipid bilayer
of a GPMV (curve 3), however, DiI-C12 diffuses much slower (tD � 13 ms) than in
solution. In the plasma membrane of HTB126 epithelial cell, the diffusion time of
DiI-C12 is 55 � 10 ms (curve 4). The anomalous diffusion of DiI-C12 in the lipid bilayer
(either in GPMVs or the plasma membrane) is described satisfactorily with 2D autocor-
relation function with g ¼ 0.8 � 0.1. These autocorrelation curves were recorded
using 543-nm laser (cw), 1.4 NA objective (oil immersion), and an optical fiber of
50-mm diameter as a confocal pinhole.
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which yields DT � 1.2 	 10�6 cm2/s in DMSO at room temperature. In
GPMVs experiment, the HTB126 cells were treated with GPMV buffer for
one hour prior to the experiment to induce membrane blebing. In the
membrane of a GPMV (curve 3), however, DiI-C12 subdiffuses at much
slower time scale (tD ¼ 13 � 5 ms; n ¼ 9 vesicles) than in solution with
anomality coefficient g ¼ 0.89 � 0.03. The estimated diffusion coefficient
of DiI-C12 in these membrane blebs is (2 � 1) 	 10�8 cm2/s. The average
number of molecules in the observation volume is 5 � 2 during these
measurements. Alternatively, the autocorrelation curve can be described
using a two diffusing species model with a fast diffusion time of 5 � 1 ms
with an amplitude fraction of �0.30. In the plasma membrane of intact
HTB126 epithelial cell, without chemical treatment for blebing, the anom-
alous diffusion time of DiI-C12 is 61 � 20 ms (curve 4) with g ¼ 0.86
� 0.16. The corresponding diffusion coefficient of DiI-C12 in intact plasma
membrane, under resting conditions, is (4.3 � 0.9) 	 10�9 cm2/s.
The observed enhancement of DiI-C12 diffusion in membrane blebs can
be attributed to the presence of the membrane proteins in the plasma
membrane of intact cells. These results are in agreement with the notion
that membrane blebing has interrupted the plasma membrane interactions
with the cytoskeleton. It is not clear, however, whether the exoskeletal
protein matrix has been retained in the chemically induced GPMVs or not.
Similar conclusions have been reported previously on muscle cells using
fluorescence photobleaching recovery [97].

The same experimental approach has been used recently to investigate
the diffusion of a new Bodipy-cholesterol derivative in the bilayer of ternary
GUVs [33]. In these studies, translational and rotational diffusion measure-
ments were combined using FCS and time-resolved anisotropy, respec-
tively, and it was concluded that Bodipy-cholesterol derivative is likely to
diffuse as a cluster with a few other lipid molecules in the bilayer of GUVs.
In addition, the diffusion of Bodipy-cholesterol can be described well using
Stokes–Einstein models as compared with the hydrodynamic model by
Saffman and Delbrück [98]. In the hydrodynamic model by Saffman and
Delbrück [98], the translational diffusion coefficient of a transmembrane
protein in a lipid bilayer depends on the viscosity (of both membrane, �m,
and surrounding solvent, �w), membrane thickness (h), and protein radius
(a) such that

DT ¼ kBT

4p�mh
In �mh=�wað Þ � 0:5772½ � ð8Þ
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The model also provides a theoretical prediction for the translational-to-
rotational diffusion coefficient ratio (DT/DR), which depends quadratically
on the hydrodynamic radius of the diffusing protein in a lipid bilayer [98].

DT=DR ¼ In �mh=�wað Þ � 0:5772½ �a2 ð9Þ

As a result, using these multiscale diffusion (rotational and translational)
measurements and the corresponding temporal-to-spatial scaling, one
would expect that the rotational diffusion of a molecule spans shorter (or
microscopic) distances when compared with the long-range (or macro-
scopic) translational diffusion [87]. This spatiotemporal scaling may also be
important in differentiating between Brownian and non-Brownian (or
anomalous) diffusion in biological membranes due to molecular crowding,
transmembrane proteins, and cytoskeletal confinement. Recent studies on
various peptides and transmembrane proteins in 1-stearoyl-2-oleoyl-sn-
glycero-3-phosphocholine (SOPC) GUVs have suggested that the
measured translational diffusion coefficient disagrees with the values pre-
dicted using the Saffman–Delbrück model [99]. The authors also indicate
that their experimental results agree with a heuristic Stokes–Einstein-like
expression that is weighted by a characteristic length for dimensional rea-
sons. Mesoscopic simulation studies have also been reported to quantify the
size-dependent diffusion properties of membrane inclusions [100]. It was
suggested that the Saffman–Delbrück model describe well the translational
diffusion of molecules with a smaller radius than the critical value of
h�m/2�w � 7.4 nm. However, the authors reported significant deviations
from the hydrodynamic model for molecules with a radius larger than the
critical value [100]. In contrast to the lateral diffusion, the authors also reported
that the size dependence of the rotational diffusion coefficient (DR) follows the
predicted hydrodynamic scaling over the entire size range studied.

6. Conclusion and Outlook

A considerable number of studies over the last decade have focused on
the structural and dynamical aspects of lateral segregation of lipid domains in
model membranes. While model membranes are not an exact mimic of the
complex biological membranes, they are ideal for fundamental research in
lipid bilayer assembly under controlled environments. From these model
membranes, the underlying physical principles that govern the lateral mem-
brane heterogeneity and lipid-domain formation can be understood.
Researchers have used these membrane models to develop new experimen-
tal approaches prior to their applications in cellular membranes. In addition,
model membranes are ideal systems to test theories associated with different
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aspects of membrane assemblies and biophysics. It is noteworthy that the
phase separation in model membranes may not be absolute and, therefore,
lipid exchange is likely to exist, which would also imply some degree of
partitioning of lipid analogs in different phases. Membrane blebs (or
GPMVs) bring researchers a step closer to mimicking biological membranes
with the inherent variety of lipids and proteins. The creation of these
GPMVs, however, requires chemically-induced apoptosis whose effect on
the membrane integrity remains unclear. The lack of actin-based cortical
cytoskeleton in GPMVs, which is believed to regulate lipid heterogeneity, is
likely to influence the structure–function relationship in biological mem-
brane. Accordingly, care must also be taken to avoid overreaching in GPMV
data interpretation and their relevance to the structure and function of
biological membranes. The relevance of temperature-dependence of phase
segregation inGPMV to the plasmamembrane in living cells requires further
investigation.

These model membrane studies serve as a valuable point of reference, but
now it is time to shift gears toward understanding of complex biological
membranes, under physiological conditions and cell activation, as compared
with models systems. These comparative studies will allow researchers to
elucidate the role of cytoskeleton and protein polymerization in the lateral
heterogeneity of plasma membrane, which is not fully understood. With the
advances in sophisticated imaging technologies and stage-incubators, new
opportunities are emerging that will help quantify the dynamics of lipid-
domain formation as a function of cholesterol content and the presence of
membrane protein in more realistic model systems. In addition, it is likely
that the diffusion of biomolecules on themembrane is dependent on the time
(i.e., anomalous diffusion) associated with a given experimental design due
to molecular crowding and restrictions enforced by the cytoskeleton-
induced domains.

The inherent biocomplexity of biomembranes calls for a multipara-
metric fluorescence approach as described here, which integrates quantita-
tive, noninvasive micro-spectroscopy techniques for biological and
biomimetic membrane studies with molecular sensitivity. The projected
wealth of information from this experimental approach is critical for model
building and theory testing. In addition to conventional confocal and DIC
imaging for visualization and time lapses studies, fluorescence lifetime
imaging is sensitive to lateral heterogeneity in bilayers, intermolecular
interactions, and the chemical structure of the fluorescent labels. Based on
their chemical structures, the lipid and cholesterol analogs interact with lipid
bilayers differently. For example, some analogs favor the hydrophobic core
as compared to others with high affinity for the hydrophilic region of the
membrane. Polarization-analyzed fluorescence imaging (in space and/or
time) is the technique of choice for probing lipid phases, order parameters,
membrane fluidity, and how the fluorescent analogs interact with the
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lipid bilayer. Lipids and cholesterol also undergo translational diffusion and
intermolecular association with other bilayer constituents, which could be
“transient” or “long-lived”. Different modalities of FCS represent an ideal
method for diffusion and chemical kinetics studies in lipid bilayers with
single-molecule sensitivity. The nature of diffusion processes (i.e., Brow-
nian vs. non-Brownian or anomalous diffusion) can also be investigated
using FCS within the context of the crowded, heterogeneous structure of
the plasma membrane in living cells or the ternary phase domains in model
membranes. From the sample perspective, however, care must be taken to
control different thermodynamic parameters that may influence the bio-
physical observable under investigation. Only then, one could elucidate the
molecular underpinning of structure–function relationship in biological
membranes within the context of cell biology. Combining these integrated
fluorescence methods with nanofabrication technology is a step forward this
goal. These fabricated surfaces allow for site-specific manipulation of differ-
ent aspect of biomembranes and cell signaling.

The multiscale fluorescence approach is likely to help capturing some of
the biophysical cues of the elusive membrane domains in living cells.
However, we may reconsider the notion of lipid domains “or rafts” not as
a long-lived stable entity (as in model membranes) but rather as a transient,
dynamic association of membrane protein(s) [4] with specific types of lipids
and in the presence of cholesterol. Such transient assembly will be formed in
response to extracellular or intracellular cues to execute a biological func-
tion. This response will lead to structural changes of a target membrane
receptor followed by rearrangement of neighboring lipids for minimizing
the line tension and associated free energy. The lifetime of the newly
formed transient protein–lipid assembly will be limited to the time needed
for relaying the biological cue that are structurally encoded to the next
participant protein in a signaling cascade. The numerous types of lipids and
the presence of membrane proteins in the plasma membrane of mammalian
cells are likely to regulate this notion of transient formation for these
functional assemblies, particularly under physiological conditions of tem-
perature and molecular crowding. At the heart of this view are the inherent
multiscale processes associated with the formation of functional domains,
whether it is tumbling motion or translational diffusion of lipids, diffusion
and structural changes of membrane proteins, intermolecular interactions,
receptor-activated signaling cascade, and the local-to-global cellular response.
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Abstract

Nonetheless, titanium (Ti) surface and osteoblasts are negatively charged,

there is an attractive interaction between them, which we aim to explain here

theoretically. It is shown that adhesion of positively charged proteins with

internal charge distribution may give rise to initial attractive interactions

between the Ti surface and the osteoblast membrane. A dynamic model of

the osteoblast attachment is presented in order to study the impact of geomet-

rically structured Ti surfaces on the osteoblast attachment. It is indicated that
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membrane-bound protein complexes (PCs) may increase the membrane protru-

sion growth between the osteoblast and the grooves on Ti surface and thereby

facilitate the attachment of osteoblasts to the Ti surface. On the other hand, a

strong local adhesion due to electrostatic forces may locally trap the osteoblast

membrane and hinder the further spreading of the osteointegration boundary.

1. Role of Positively Charged Macroions in the

Interaction Between an Implant Surface and

Osteoblastic Cells

The interactions between implant and surrounding bone tissue are
essential for the successful integration of a bone implant. Due to its good
biocompatibility, titanium (Ti) and its alloys [1] are widely used in a variety
of orthopedic and dental implants. The oxide layer, naturally formed on it,
is thought to be mainly responsible for its good biocompatible behavior [2].
The nearly free electrons and the dissolution of metal cations [3] partially
lead to a negative surface potential, negative surface charge density of Ti
implants. In addition, the negative surface potential is a consequence of a
preferential adsorption of chloride and hydroxyl anions, incorporated in the
structure of the TiO2 layer [2,4]. We should note that a contribution to the
negative surface potential would be introduced by an applied voltage to the
electrostimulative implants [3]. The negatively charged surface of the Ti
implant attracts cations and repels anions, and consequently an electric
double layer is formed [1,2]. Therefore, the surface potential strongly
depends on the surrounding ionic strength [2].

The adhesion of osteoblasts to the Ti surface is a prerequisite for
the successful osteointegration of an implant [4]. It was suggested that the
contact between the cell membrane of osteoblasts and the Ti oxide surface is
established in two steps [4,5]. Firstly, the osteoblast cell membrane makes a
nonspecific contact due to the electrostatics, followed by a second step,
where the specific binding takes place. Many studies in the past have shown
that the negative surface potential of Ti implants promotes the osteoblast
adhesion and consequently the new bone formation [6,7]. Since osteoblasts
are negatively charged [6], they would be electrostatically repelled by the
negatively charged Ti surface if some other attractive forces would not be
present in the system. Therefore, recently a mechanism of osteoblast bind-
ing to the implant surface was proposed, assuming that positively charged
proteins, attached to the negatively charged implant surface, serve as a
substrate for the subsequent attachment of the osteoblasts [6,8,9].

The present chapter investigates the physical mechanisms responsible for
the charged protein-mediated attractive interactions between the negatively
charged osteoblast membrane and the negatively charged Ti implant surfaces.
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Additionally, contributions of curvature-inducing protein complexes (PCs) to
the membrane free energy may explain puzzling experimental data, demon-
strating no osteointegration between narrow grooves and a considerable
osteointegration between the wide grooves of Ti surface implants [10–12].

2. On the Origin of the Initial Attraction

Between can Osteoblast and a Ti Implant

Surface

We assume that the initial attractive interaction between the negatively
charged Ti surface and the negatively charged osteoblast membrane surface
is mediated by adhesion of positive macroions (proteins) with an internal
charge distribution [8]. This adhesion originates in Coulomb interaction
between the negatively charged surface and positively charged proteins.
In our theoretical model, the single spheroidal protein is composed of two
positive charges (each of the valency Zs), separated by a distance D equal to
the length of the protein along its axis.

To predict the orientation of the proteins near a charged implant surface,
we performed Monte Carlo (MC) simulations of the distribution and the
orientation of charged spherical proteins in the close vicinity of the charged
planar surface with the surface charge density seff. The simulation system
consisted of a box with a volume LY2, where L ¼ 10 nm is the distance
between these two surfaces and Y2 is the area of both planar surfaces that
confine the system. We assume that electric field changes just along x-axis
perpendicular to the charged surfaces, that is, along the length L. Within the
box 200 spherical proteins with internal charge distribution are included
(Fig. 1) having a diameter D ¼ 2 nm. The hard-core interactions between
proteins and the charged surfaces of implant are taken into account bymeans of
the distance of the closest approach [13,14]. For the sake of simplicity, the
hard-core interactions between proteins are neglected. The distance between
the charged planar surfaces (L) is chosen to be long enough not to affect the
protein distribution close to the charged surface. The canonical system was
kept electroneutral in our MC simulation. The periodic boundary conditions
were used in the same manner as in Ref. [15]. In each step of MC simulation,
one protein was chosen randomly and randomly linearly shifted or rotated
with the same probability of each kind of motion [16]. The run time was
around 2 � 107 steps for the whole system of particles and theMC evaluation
started after reaching the thermodynamic equilibrium of the system.

The MC simulations provided the volume charge density profile (r) of
the protein charges in the vicinity of the Ti surface and the average order
parameter S ¼ h(3 cos 2 D � 1)/2i within 1.25 nm wide slice (for expla-
nation of angle D, please see Fig. 1). Where S ¼ 0 indicates that proteins are
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not oriented at all, while S ¼ 1 denotes that proteins are fully oriented
along the x-axis perpendicular to the charged surface.

The simulations were performed for different values of the surface charge
density of the Ti surface (seff) and different valency of the single ion within the
spherical protein with internal charge distribution (Zs). It can be seen that for
high enough values of an seff and Zs, the concentration of the ions away from
the Ti surface is zero and proteins are more oriented for higher values of
the surface charge density of the charged surface and for higher values of the
valency Zs. Therefore, based on the results presented in Fig. 1, it can be
concluded that for higher surface charge densities of Ti surface, the adhered
proteins with an internal charge distribution would be nearly completely
oriented.

In the following, we consider theoretically the solution of electrolyte
(NaCl) and charged proteins in the space between planar charged Ti
implant surfaces and a charged osteoblast surface with effective surface
charge densities seff and sost, respectively.
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Figure 1 The calculated volume charge density of divalent macroions (r) as a function
of distance from the charged surface is plotted for different values of the area charge
density seff and for two different valencies: Zs ¼ 1 and Zs ¼ 2. The values of the
average order parameter S are computed for the slice of x ¼ (0, 1.25) nm in the closest
vicinity of the charged surface. The average orientational angle D of the macroions is
also shown schematically (adapted from Ref. [8]).
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In accordance with the conclusions of the previous part (Fig. 1), the
positive charge of the tips of the bound proteins can be represented by a
charged surface (with the surface charge densities sp) at a distanceD from the
Ti surface (please see inset of Fig. 2). Due to the second charge of the bound
proteins, the surface charge density of the Ti surface is increased to the value
(seff þ sp).

The lipid bilayer of the osteoblasts’ membrane is covered by a thick layer
of charged glycoproteins with more or less homogeneous volume distribu-
tion of its negative electric charge as schematically shown in Fig. 2. In our
model, we assume that spheroidal charged proteins with an internal charge
distribution are embedded also in the glycoprotein layer. However, since
these proteins are surrounded by a homogeneously distributed negative
charge of the glycoproteins and since the charge of the lipid head groups
in the outer lipid layer is negligible (see [17] and references therein), these
proteins are not preferentially oriented. For the sake of simplicity in this
work, the total charge distribution of negatively charged glycoprotein layer
together with positively charged embedded proteins is described by an
effective surface the charge density sost (Fig. 2).

To determine the electric potential in the system, we solve the Poisson–
Boltzmann equation (see, e.g., Refs. [18–20]):

d2C xð Þ
dx2

¼ k2 sinh C xð Þð Þ; ð1Þ

where we introduced the reduced electrostatic potential C ¼ e0f/kT and
Debye length lD ¼ k�1 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ee0kT=2n0e20
p

. Here, f(x) is the electrostatic
potential, e0 is the elementary charge, kT is the thermal energy, e is the
permittivity of the medium, e0 is the permittivity the free space, and n0 is the
bulk number density of positively and negatively charged ions in an electro-
lyte solution. The axis x is perpendicular to the implant surface and points in
the direction of the bulk solution. We assume the electroneutrality of the
whole system and that the electrostatic field varies only in the normal
direction between the two charged surfaces (i.e., in x-direction). The bulk
solution (outside the space between the both charged surfaces) provides a
suitable reference for the electric potential (i.e., y ¼ 0). The condition of
electroneutrality of the system is in agreement with the boundary conditions:

dC
dx

x ¼ 0ð Þ ¼ � seff þ sp
� �

e0=ee0kT ; ð2Þ
C x ¼ D�ð Þ ¼ C x ¼ Dþð Þ; ð3Þ

dC
dx

x ¼ D�ð Þ ¼ dC
dx

x ¼ Dþð Þ þ spe0=ee0kT : ð4Þ
dC
dx

x ¼ hð Þ ¼ soste0=ee0kT : ð5Þ
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The free energy of the system per unit area A is characterized by the
energy stored in the electrostatic field (first term) and the entropic
contribution of salt ions (second term) (see, e.g., Refs. [8,21]):
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Figure 2 Free energy DF ¼ F � F(h ! 1) (in the units of AkT) as a function of h/D
for different values of sp: 0 As m

�2
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�2
(b), and 0.008 As m

�2
(c). Inset:

schematic figure of a charged titanium (Ti) implant surface and a charged osteoblast’s
surface, interacting in an electrolyte solution. The effective surface charge density of
the implant surface is seff, while the effective surface charge density of the osteoblast
surface is sost. Due to the bound positively charged macroions with internal
charge distribution, the surface charge distribution of the Ti surface is described by
two surface charge densities seff þ sp and sp. Upper graph: the dependence of DF
for sp ¼ 0, steric restriction due to attached proteins is not taken into account. Length
of the attached proteins D ¼ 10 nm. Values of other model parameters are
seff ¼ �0.4 As m�2, sost ¼ �0.05 As m�2, salt concentration in the bulk solution
n0/NA ¼ 150 mmol l�1, where NA is the Avogadro’s number.
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dx
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nj ln
nj

n0

� �
� nj � n0
� �� � !

dx;

ð6Þ

where nj are the number densities of anions (i ¼ �) and cations (i ¼ þ) in
the salt solution.

Figure 2 shows the dependency of the free energy of the system (F ) on the
distance h for different values of the surface charge density sp attributed to the
bounddivalent proteins.Upper graph inFig. 2 shows the case ofsp ¼ 0,where
the attached positively charged proteins are not present in the system; therefore,
the free energy F strongly increases with a decreasing distance h accordant with
the strong repulsive force between Ti and osteoblast surfaces. Since for sp ¼ 0
there is no attachedprotein on theTi surface, there is also no steric restriction for
osteoblast surfaces which are therefore free to the approach to the Ti surface to
the distance h ¼ 0.On the other hand forsp > 0, the proteins bound to theTi
surface prevent the closest approach of osteoblasts to Ti surface, so that h � D
(see also Fig. 2). It can be seen in Fig. 2 that forsp � 0, the free energy decreases
with a decreasing h until the absolute minimum of F close to h ffi D is reached.
It can be therefore concluded that at a large enough D and sp, the attached
positively charged proteins with an internal charge distribution can turn the
repulsive force between negatively charged Ti and osteoblast surfaces into an
attractive force.

The results presented in Fig. 2 reflect the fact that two adjacent nega-
tively charged surfaces (Ti surface and osteoblast surface) without bound
positively charged proteins repel each other, while for a high enough
concentration of bound positively charged proteins with an internal charge
distribution, the force between two negatively charged surfaces becomes
strongly attractive leading to the equilibrium distance at h ffi D (Fig. 3). The
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Figure 3 Schematic figure of positively charged proteins with an internal charge
distribution bound to a Ti surface at an equilibrium distance between the charged
implant surface and charged osteoblast surface.
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origin of the attractive interactions between two negatively charged surfaces
is the electrostatic attraction between the positively charged domain on the
tip of the Ti surface-bound protein and negatively charged membrane
osteoblast.

3. Functional Effects of a Ti Implant Surface

Topography on the Osteointegration

The osteointegration on Ti implants depends on the Ti topographical
characteristics. The present biomechanical chapter assumes that membrane-
bound PCs with a negative intrinsic curvature reduce the effective mem-
brane surface tension, allowing membrane growth in Ti surface grooves
(Figs. 4 and 5). The binding of the osteoblasts to the Ti surface reduces the
system free energy. On the other hand, the strong interactions at contact
regions trap the membrane, thereby increasing the local lateral membrane
tension resulting in an increase of the cell membrane free energy. In this
chapter, we show that the cost of the bending energy to protrude many
narrow grooves is higher than the cost to protrude a single wide groove of
the same total length. We suggest that the balance between the cost of
bending energy and the gain in adhesion energy may explain experimental
results in which osteoblasts fail to grow in narrow grooves while growth is
increased in wider grooves [10–12].

The present model suggests that the facilitated growth in wide grooves
along the Ti surface is due to PCs with negative curvature-inducing domain
[22–24]. Recent experimental studies have implicated Bin/amphiphysin/
Rvs (BAR) and IRSp53/Missing-in-metastasis (IMD) protein domains as
responsible for sensing and inducing a concave and convex curvature,

70 Grad

55 Grad

8mm

10mm

Figure 4 Electron microscope image of a Ti implant surface. Triangular profiles with
V-grooves of Si-wafer coated with a thin layer of Ti. The V-grooves have an angle of
70 grad and a period of 8 mm (adapted from Ref. [8]).
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respectively [25,26]. The BAR and IMD domains are a crescent-shaped
dimer which binds preferentially to curved membranes [27] and these
domains have also been shown to tubulate membranes [24,27–29]. In
some of the previous theoretical studies, it was shown how such crescent-
shaped proteins may induce the spontaneous initiation of tubular membrane
protrusions [22,24,29–31].

In recent studies, it has been shown that adhesion molecules such as
integrins connect the cell membrane to the external substrate and due to
their negative binding energy, they reduce the membrane surface tension
[32,33]. This binding to the external substrate sends a transmembrane signal
since the adhesion molecules are also linked to the actomyosin cytoskeleton
[32]. But other studies demonstrated that cells grow focal adhesions from
their corner regions of a convex curvature (defined as the outward normal
vector) [34]. Therefore, we hypothesize that PCs (e.g., adhesion molecules
such as IRSp53) at the contact regions between the osteoblast membrane
and the Ti surface have a negative intrinsic spontaneous curvature, and due
to the mismatch with the membrane intrinsic curvature they initiate pro-
trusive forces leading to osteointegration along Ti implants.

The basic equations of motion of the membrane contour and the time
dependence of an nonhomogeneous lateral density of membrane PCs are
derived first. A complete derivation of the system forces and fluxes is
presented. We then perform a linear stability analysis for the nearly flat
membrane shape.

The shapes explored in this model describe a segment of the cell outer
contour, where the membrane is initially flat (Fig. 6). This geometry can
also be used for a flat two-dimensional membrane under the constraint of
translational symmetry. Here, we need to pin the membrane using an
external force to prevent its drifting motion. This external force mimics

Figure 5 Electron microscope image of osteoblast cells growing along a Ti implant
surface. Electron microscope image demonstrates how MG-63 osteoblast cells are
growing along the V-grooves of Si-wafer coated with a thin layer of Ti (adapted from
Ref. [8]).
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the effects of the restoring forces due to the adhesion of the rest of the cell to
the Ti surface. In addition, it is assumed that the membrane curvature in a
perpendicular direction along the contour is roughly constant (Fig. 6A), and
thus, it enters our calculation as a modified membrane tension. More
specifically, if the osteoblast cell is on top of the Ti surface, we only take
into account a segment of the contour in contact with the Ti surface
(Fig. 7A). Regarding the PCs in our model, we assume that their overall
number on the membrane is conserved and that they are allowed to move
along the osteoblast membrane.
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Figure 6 The dispersion relation describing the dynamical instability of membrane
protrusion growth. (A) Schematic model of the flat membrane shape. The membrane
shape is modeled as a two-dimensional (2D) contour in the (x, y) coordinate system
describing a contour of membrane segment from an elliptical osteoblast in the XY
projection. The PCs are adhesion molecules with negative intrinsic curvature,
�H ¼ �10mm�1. (B) The wave lengths w(q) is a function of different wave vectors q.
Each wave vector equals 2p/l. The positive and negative values of w(q) describe
nonstable and stable regions, respectively. (C) Membrane dynamics driven by small
and random perturbations in the density of PCs. At intermediate time (150 s), the
membrane dynamics shows a rapid growth of four waves (dashed line) matching the
fastest wave vector of 2.5 mm�1 of the dispersion relation. At steady state (300 s),
the four membrane protrusions are coalesced into a single protrusion (solid line). (D)
The dynamics of adhesion molecules (n) drives the evolution of the membrane
shape. The dashed line is for intermediate time and the solid line is for steady-state
time (adapted from Ref. [8]).
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3.1. Derivation of Equations of Motion

We investigate the coupling between the adhesion of osteoblast cells and the
membrane curvature. The first hypothesis is that the negative binding
energy due to the adhesion of proteins on the outer surface of osteoblast
cells could initiate the growth of a membrane protrusion. The second
hypothesis is that the coupling between the density of proteins and the
membrane curvature would lead to a positive feedback loop facilitating the
growth of a membrane protrusion. We give below the free energy expres-
sion used in the model, from which we derive the equations of motion of
the membrane contour and density distribution.

The continuum free energy in our model is [31,35]

F ¼
ð

1

2
k H � �Hnð Þ2 þ s� anð Þ þ gh2 þ kBTnsn ln nð Þ � 1ð Þ

� �
ds; ð7Þ

10 nm
5 nm

No osteointegration in gaps
Osteointegration in gaps

Ti surface

Ridge width (RW)

Ridge
height (RH)

Groove width (GW)

Ridge

BA

C D

Negative curvature is favored
at the tip of protrusions 

Figure 7 Schematic model of osteointegration growth along grooves of Ti surface. (A)
The geometry of the Ti surface in our model. Numerical simulations test the effects of
varying the Ti surface ridge width (RW), ridge height (RH), and groove width (GW).
(B) The initial flattening of osteoblast membrane on top of a Ti surface ridge. Due to the
strong electrostatic interactions, the membrane (solid line) is trapped crossing a thresh-
old distance of 5 nm from the Ti surface. (C) No osteointegration is expected in narrow
grooves of Ti surface. Since the density of ridges is high, large numbers of adhesion
molecules (bold crescents) are trapped and the growth in grooves is not facilitated.
(D) Successful osteointegration is expected in wide grooves, since the numbers of
adhesion molecules (bold crescents) are sufficient to allow growth in grooves (adapted
from Ref. [8]).
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where the first term gives the bending energy [35] due to the mismatch
between the membrane curvature and the spontaneous curvature of the PC.
The second term describes the negative contribution of PCs (e.g., adhesion
molecules) to the membrane surface tension. The third term gives the
energy due to the force of the cytoskeleton inside osteoblasts. The fourth
term gives the entropic contribution due to the lateral thermal motion of
the PC in the membrane in the limit of small n [22]. Here, k is the
membrane bending constant [35],H is the local mean membrane curvature,
�H is the intrinsic curvature of the PC, n is the area fraction of PCs, ns is the
saturation density of PCs on the membrane, s is the membrane surface
tension, a is proportionality constant describing the effective interaction
between the PCs and the external substrate, h ¼ h(x) describes the magni-
tudes of small deformations from the flat membrane, g is a restoring spring
constant, and ds ¼ d � dl is an the element of membrane area, where d is the
dimension of membrane perpendicular to the contour and dl is a
line element along the contour. The local mean curvature is equal to
H ¼ (@ 2y/@s2)(@x/@s) � (@ 2x/@s2)(@y/@s). The discretization, ds, equalsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

@x=@sð Þ2 þ @y=@sð Þ2
q

. Equation (7) is a one-dimensional version of the

more general expressions derived in Refs. [36,37]. These expressions
recover the familiar form for small undulations of a flat membrane in the
Monge approximation.

3.2. Membrane Forces

We next derive the forces on the membrane, by treating it as a “one-
dimensional membrane,” that is, a thin strip of a width w, with a bending
modulus and tension coefficient. The free energy of this membrane is given
in Eq. (7) and is used to derive the local restoring forces by the usual
variation method. The variation of the free energy (Eq. 7) is with respect
to the membrane coordinate [38,39] and PC concentration [38].

The derivation of the first term, that is, the Helfrich part in the
free energy (1/2kH2), was already derived in a previous study [38]. The
following is the derivation of the second termHn_s. The third term obtained
after opening the first parenthesis in the free energy is �H2

n2. Since it is not
dependent, on x or y, it is treated as a constant times _s. The other terms in the
free energy may also be treated as a constant times _s. The force derived from
the variation of a constant times _s is the constant itself times H [38].

Since the overall contour length is not constant in our system, the
variation of the coordinates has to be taken with respect to their absolute
index u along the contour, which is constant. In these terms, the curvatureH
appearing in the free energy is written as a (standard differential geometry)
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H ¼ _x€y� €x _yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p 3
; ð8Þ

where the � symbol denotes differentiation with respect to the index of the
point along the contour. The ds in the free energy (Eq. 7) is replaced withffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_x2 þ _y2
p

du, such that ds=du ¼ _s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2 þ _y2

p
. The variation of the free

energy gives the forces, for example, in the x-direction:

Fx ¼ � dℱ
dx

¼ d

du

@ℱ
@ _x

� d2

du2
@ℱ
@€x

: ð9Þ

The resulting equation of motion from this variation gives very long
expressions that are not amenable to an easy analysis, although they can be
used for the numerical simulations. To arrive at simpler expressions, we will
develop the terms in Eq. (9) and simplify at the end by assuming that the
arc-length separation between the nodes along the contour are all the same.
As explained earlier, the variation of the Helfrich part was already derived in
a previous study. Herein, we derive the contributions of the term �F ¼ Hn_s?
to the forces in our system. For the sake of simplicity, we leave out the
constants �H and 1/2k. The first term on the RHS of Eq. (9) is

@ �ℱ
@ _x

¼ €yn

_s2
� 2Hn

_x

_s
; ð10Þ

whereby using the following identities, _x=_s ¼ x0, €y ¼ €sy0 þ _s2x0H , and
€s ¼ 0 (_s is independent of u), we obtain

@ �ℱ
@ _x

¼ �Hnx0: ð11Þ

The first term of Eq. (9) is

d

du

@ �ℱ
@ _x

¼ _s
d

ds
�Hnx0ð Þ

¼ _s �H 0nx0 �Hn0x0 �Hnx
00� �
:

ð12Þ

The second term on the RHS of Eq. (9) is

@ �ℱ
@€x

¼ @

@€x
Hn_sð Þ

¼ �y0n
_s

;

ð13Þ
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where we used the equality _y=_s ¼ y0. By taking the second derivative,
we get

d2

du2
@ℱ
@€x

¼ _s2
@2

@s2
�y0n
_s

 !

¼ _s
@

@s
�y

00
n� y0n0

� �

¼ _s �y
00 0n� 2y

00
n0 � y0n

00� �
:

ð14Þ

Adding the two terms on the RHS of Eq. (9), the force along the
x-direction is

Fx ¼ _s �H 0nx0 �Hn0x0 �Hnx
00

� �
� �y

0 00
n� 2y

00
n0 � y0n

00 Þ
� �

:
�

ð15Þ

In a similar manner, the derivation of the force along the y-direction
gives

Fy ¼ _s �H 0ny0 �Hn0y0 �Hny
00

� �
� x

0 00
nþ 2x

00
n0 þ x0n

00 Þ
� �

:
�

ð16Þ

The calculations above are for forces per unit u. Since we need forces per
unit length, we divide by _s to obtain the following force. The normal force
acting on the membrane is

Fn ¼ F
!�n̂ ¼ �y0Fx þ x0Fy

¼ �y0 �H 0nx0 �Hn0x0 �Hnx
00� �� �y

0 00
n� 2y

00
n0 � y0n

00� �� �
þ x0 �H 0ny0 �Hn0y0 �Hny

00� �� x
0 00
nþ 2x

00
n0 þ x0n

00� �� �
¼ �n

00
;

ð17Þ

where we used the following identities, H ¼ x0y00 � y0x00, x
02 þ y

02 ¼ 1, 2
(x0x00 þ y0y00) ¼ @ (x

02 þ y
02)/@ s ¼ 0, and the second derivative of x0x00

þ y0y00 which gives another identity x0x
00 0 þ y0y

00 0 ¼ � H2, where
H2 ¼ x

00 2 þ y
00 2.

To take into account the drag due to viscous forces, we assume for
simplicity only local friction forces [31,38], with coefficient x. The equation
of motion is given by

x
@ r!
@t

� n! ¼ � dF s; tð Þ
dh

; ð18Þ

where r! is the (x, y) coordinates, s is the contour length, t is the time, n! is
the normal direction, and � dF(s, t)/dh is the force derived from the
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variation. Since Fn ¼ � dF(s, t)/dh, the added contribution to the force due
to the curvature mismatch term is k �Hr2n. Note that the force dF(s, t)/d
h equals the membrane shape velocity times friction coefficient, but opposite
in direction. Since the relative change in the y (i.e., vertical)-direction is
considerably greater than the change along the x (i.e., horizontal)-direction,
we only consider the changes along the y-direction. This simplification is a
variation of the Monge implementation, where the forces are applied along
the vertical direction. In our case, it is satisfactory since we limit the change
along the y-direction not to exceed a maximum ridge height (<0.2 mm). Due
to these reasons, the results will remain qualitatively the same if the nonlinear
term 1

2
H3 in the following equation for Fcurvature is neglected.

In the free energy, we use a nonzero spring term to prevent a drift due to
the activity of an adhesion. The variation of the free energy is projected to
give the forces normal to the membrane contour [38,39]. We now list the
forces derived from the variation of the free energy (Eq. 7) [8,38,39]:

Fcurvature ¼ k �r2H þ �Hr2nþ 1

2
n2 �H2

H þ 1

2
H3

� �
; ð19Þ

Ftension ¼ s� anð ÞH; ð20Þ
Fspring ¼ �2gy; ð21Þ

Fentropy ¼ kTns n lnn� 1ð ÞH ; ð22Þ

where Fcurvature is the force due to the curvature energy mismatch between
themembrane curvature and the spontaneous curvature of the PCs, Ftension is
the membrane tension force, Fspring is the spring restoring force, and Fentropy
arises from the entropy of the PCs in themembrane,which acts to expand the
length of the contour. To control the growth in the cell contour length, we
made use of a nonlinear form for the effective membrane tension:

s ¼ s0 exp b Lt � Linitð Þ½ �; ð23Þ

where Lt is the contour length, Linit is the initial contour length, and b is the
factor that determines the length scale at which the nonlinear growth in the
tension sets in. Finally, the strong electrostatic interactions trap the mem-
brane and prevent its further evolution throughout the simulation. This
trapping occurs below a threshold distance of 5 nm.

3.3. The Intramembrane Protein Fluxes

The intramembrane fluxes of proteins are derived from the free energy
(Eq. 7). The dynamics of the PC density, using the following conservation
equation, is as follows:
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@n

@t
¼ �r� J! ¼ L

ns
r nr dF

dn

� �
� n

dl

@dl

dt
; ð24Þ

where L is the mobility of filaments and J
!

is the total current of PC on the
membrane. The total flux J is

J ¼ �L
ns
r nr dF

dn

� �
: ð25Þ

The derivation of the free energy with respect to n gives

dF
dn

¼ k H � �Hnð Þ � �Hð Þ � a: ð26Þ

The differentiation with respect to the contour length s is

r dF
dn

� �
¼ k � �Hð ÞrH þ k �H

2rn: ð27Þ

The resulted fluxes are

J ¼ kL �H

ns
nrH � kL �H2

ns
nrn: ð28Þ

where kL �H=nsð ÞnrH is the “attraction” flux resulting from the interaction
between the proteins through the membrane curvature, and
� kL �H2=ns

� �
nrn is the “dispersion” flux due to the membrane resistance

to protein aggregation due to their membrane bending effects. Another flux
that is not derived from the free energy is the flux due to usual thermal
diffusion �Drn flux, where D is the diffusion constant. The last term in
Eq. (24) arises from the covariant derivative of the density with time on a
contour whose length evolves with time. In this term, dl is simply the line
element. This term ensures that the total number of PC is conserved as the
contour length changes.

3.4. Linear Stability Analysis

We next performed a linear stability analysis of the flat membrane model, as
was previously done in Ref. [31]. The contour is allowed to evolve only
along one direction and we label the amplitude of the membrane fluctuation
as h(x), where x is the coordinate along the initial contour length. The
curvature is linearized to be H ’ r 2h and the length element of the
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contour dl is given by dl ¼ 1 þ (r h)2/2. Using this linearization, and
linearizing the equations of motion (Eqs. 18 and 24), we then apply Fourier
transform to get a 2 � 2 matrix whose eigenvalues give the dynamic
evolution of small fluctuations from the equilibrium flat state. Both eigen-
values are real, and one of them is always negative and therefore represents
only damped modes. The second solution can become positive in a range of
wave vectors, representing unstable modes that grow with time. The
following is the list of parameter values incorporated in the dispersion
relation and numerical simulations: x ¼ 125 g s�1, D1 ¼ 0.002 mm2 s�1,
a ¼ 0.013 g s�2, g ¼ 0.00004 g s�2, ns ¼ 10 mm�2, k ¼ 100kT,
�H ¼ �10mm�1, and s ¼ 0.001 g s�2 [40]. According to a typical diameter
of an osteoblast cell, the initial length of the nearly flat-modeled membrane
is 15 mm. The total number of molecules remains fixed throughout the
simulation. The total number of molecules is the total length of the modeled
membrane (15 mm) times the average fractional density (0.1) divided by the
length of a typical PC (10 nm) to give 150 molecules. The initial conditions
of PCs are a uniform distribution of density 0.1 with small (1% of the
maximum amplitude) random noise. The flat membrane shape is initially
positioned 10 nm above the Ti ridge height (Fig. 7).

There are two sources of dynamical instability: the first source originates
from the mismatch between the spontaneous curvature of PCs and the
membrane curvature and the second source is due to adhesion forces which
effectively reduce the membrane tension. The result of this dynamical
instability is a dispersion relation of the eigenvalues w(q) obtained from
the aforementioned matrix. This dispersion relation has a nonstable region
engulfed by two stable regions. In a nonstable region, a small perturbation
(<1%) is sufficient to initiate exponential growth, while a small perturba-
tion in a stable region will decay exponentially. When the initial conditions
are in the nonstable region, the growing membrane protrusions coalesce
into a single pointed peak. At this region, the filament density is consider-
ably greater than its initial density. In addition, the distribution of PCs
matches the distribution of convex regions along the nearly flat membrane
shape (Fig. 6). This result is due to the attraction of PCs to convex regions
(with negative curvature) that match their intrinsic spontaneous curvature
of �10 mm�1.

3.5. Numerical Simulations

Previous experimental studies have shown that osteoblasts do not grow in
narrow grooves of the Ti implant surface, while successful growth is
observed in wide grooves. The present model evaluates the functional
effects on osteointegration by varying the three morphologic parameters
of Ti surface shape, that is, the groove width, the ridge height, and the ridge
width (Figs. 7 and 8). In addition, we will lower the energy cost of bending
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by reducing the bending modulus k, demonstrating that the osteoblast can
then grow in narrow grooves. The dynamics of membrane shape includes
electrostatic interactions (at small length scale <5 nm) and dynamic insta-
bility due to adhesive forces (at large length scale >5 nm). The strong
electrostatic interactions pin the membrane locally and prevent its further
evolution with time. In fact, the membrane coordinates that trespass this
adhesion zone at <5 nm distance from the Ti surface will remain fixed to
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Figure 8 The effects of varying the ridge width, ridge height, and groove width on
osteointegration. Each panel shows the osteoblast shape growth (h(x); solid line) over
the Ti surface (dotted line). Each inset shows the distribution of adhesion molecules (n;
intrinsic curvature, �H ¼ �10 mm�1) projected along the x-dimension of the Ti surface.
The steady-state time of the membrane shape ranges between 300 and 1000 s. The
analysis of the Ti surface shape includes changes in the groove width, ridge height, and
ridge width. The osteoblast growth is determined for a groove width of 1 mm (A, C, E,
G) versus 6.5 mm (B, D, F, H), a ridge height of 0.1 mm (A, B, E, F) versus 0.2 mm (C, D,
G, H), and a ridge width of 0.5 mm (A, B, G, H) versus 2 mm (C–F). Due to strong
electrostatic interactions between the osteoblast shape and the Ti surface, we take into
account an adhesion zone of 5 nm strip thickness above the Ti surface. Note the
large growth seen in grooves of 6.5 mm versus little growth seen along a groove
width of 1 mm. In these simulations, the bending constant, k, equals 100kT (adapted
from Ref. [8]).
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the end of the simulation (Fig. 7). Note that this adhesion zone is expected
to increase the stability in the system.

On the other hand, the growth of membrane protrusions between the
Ti surface grooves is driven by instability due to a large adhesive strength,
which effectively reduces the membrane tension (Fig. 8). Our analysis
reveals that the morphologic parameter that has the largest effect on osteo-
blast integration is the groove width. In particular, Fig. 8 demonstrates that
over a groove width of 6.5 mm, the osteointegration is greater than in
narrow grooves of 1 mm. The ridge width also plays a crucial role in
determining the amounts of strong electrostatic interactions which pin the
membrane and increase the membrane stiffness. In addition, less osteointe-
gration is observed for a ridge width of 0.5 mm (second and third rows) in
comparison to a ridge width of 0.1 mm (first and fourth rows). As predicted
from the theory, we find that the distribution of PCs follows the membrane
shape dynamics, where at regions of osteointegration there is a large aggre-
gation of adhesion molecules. To determine the role of the bending con-
stant, we compared the osteoblast protrusion in 3 mm grooves for different
values of k (not shown). Results of these simulations reveal that the osteo-
blast protrusion in narrow groove was considerable only for the lower
bending constant, demonstrating the important role of bending energy to
the success of osteointegration.

To have a better understanding of the underlying biophysical mechan-
isms allowing osteointegration only in wide grooves, we determined the
contributions of fluxes due to PC spontaneous curvature to osteointegra-
tion. Numerical simulations revealed that the distribution of PCs followed
the distribution of membrane curvature. At protrusive regions, the density
of PCs as well as the fluxes due to membrane curvature were high. On the
other hand, since the membrane regions above the ridge surface were nearly
flat, the fluxes due to membrane curvature were diminished. While the
relative contributions of fluxes due to diffusion were minor, the PC density
at these regions was close to the initial value, n0. Therefore, the ridge region
poses an energy barrier over which the PCs cannot cross through, and the
remaining number of PCs in the narrow grooves was not sufficient for
successful osteointegration.

4. Conclusions

In accordance with previous suggestions [6,9,12], we have shown that
positively charged proteins attached to the negatively charged implant
surface can mediate the adhesion of negatively charged osteoblasts to nega-
tively charged Ti surface. As shown in Fig. 1, the protein adsorption to the
implant surface may be driven by electrostatic interactions between the
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positive sites of the protein and the negative implant surface [41]. Another
possible or additional explanation of the adsorption of charged proteins on
the Ti implant surface may include also the monovalent and divalent salt
bridges [42,43]. We also investigated how the mediated protein adsorption
and strong electrostatic interactions with the Ti implant may affect the
dynamics of osteointegration at a greater distance from the implant.

The adhesion of osteoblast-like cells (i.e., bone cells) to a Ti surface
implant is a dynamic process driven by the interaction with the extracellular
matrix as well as intracellular mechanisms. It has been shown that the
adhesion to the extracellular matrix mediates the transport of curvature-
inducing adhesion molecules to the membrane, thereby relieving the sur-
face membrane tension and allowing the membrane protrusive growth
[31,38].

In addition, the membrane protrusive growth is also mediated by a
positive feedback between the aggregation of curvature-generating mole-
cules (e.g., IRSp53 and fibronectin) and the membrane curvature. While
the aforementioned mechanisms increase the instability in our system, the
strong adhesion to the Ti surface due to electrostatic interactions will
increase the system stability as well as the membrane surface tension. In
recent theoretical studies, the use of an external actin nucleation force was
coupled to the density of PCs [31,38]. Since the nucleation of actin was
mainly at membrane regions of high PC density, this mechanism can also be
applied to explain the growth of membrane protrusions in between Ti
surface ridges.

In the first set of presented biomechanical simulations, we investigate the
initial membrane protrusive growth over a ridge-like Ti surface pattern in
which the following three morphologic features are varied: the ridge height,
the ridge width, and the groove width. The observed flattening of the
growing membrane tips against the Ti surface diminishes the fluxes of
PCs and the lateral surface membrane tension is increased. We also find
that the groove width has the largest impact on osteointegration, such that a
wide groove facilitates the membrane ingrowth between ridges. On the
other hand, a high ratio of the ridge width over the groove width will
increase the size of trapped and flattened membrane regions, thereby reduc-
ing the amounts of available PCs needed for the successful osteointegration.

To isolate the contribution of the bending modulus, simulation results
reveal that by lowering of the bending modulus k, the osteointegration in
relatively narrow grooves (3 mm) was increased in comparison to
the reference bending modulus. This shows that in a plausible range of k,
the results of simulations may change considerably, demonstrating the
important contribution of the bending energy to the osteointegration.

The main result of the biomechanical part of our study is that the
decreased width of the grooves results in a decreased adhesion and ingrowth
between the grooves, which is supported by various experimental studies
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[10–12]. In Ref. [12], it has been also shown that decreasing the width of
nanorough regions (of dimension from 80 and 48 mm to 22 mm) resulted in
significant reductions in the number of osteoblast cells adhering to the
structured surface. One explanation is that due to their large cell size (20–
30 mm in length), osteoblast cells are unable to fit their entire length into a
narrow groove without a membrane bending. Results in the present chapter
reveal that the observed reduction in the cell adhesion could be due to a
high bending energy, which reduces the osteointegration in between nar-
row grooves.

To summarize, the present chapter demonstrated how positively
charged proteins mediate the adhesion of negatively charged osteoblasts to
a negatively charged implant surface. In addition to this mathematical
analysis, a dynamical model investigated the contribution of the bending
energy of an initially nearly flat membrane to the ingrowth of filopodia-like
protrusion between Ti surface ridges. We showed that the strong electro-
static binding of the cell membrane to the Ti surface effectively sequesters
the PCs from driving the membrane ingrowth away from the bounded
regions. In addition, the success of osteointegration between grooves
depended on the groove width. In particular, the bending energy involved
in folding the cell membrane along a narrow groove was too high to be
compensated by the reduced membrane tension mediated by the adhesion
of the osteoblast cell to the extracellular matrix. Finally, it remains to be
tested how the bending of the entire osteoblast cell is affected by the implant
surface pattern, and how it will affect the cell alignment, cell orientation,
and cell motility.
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